Evaluation of critical path of construction projects by using the new BWABAC method under uncertainty
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Abstract. The project’s scheduling and planning project is a crucial factor in achieving success. In order to better scheduling and planning, critical path method (CPM) is extended by adding some efficient criteria to the old CPM. In this paper, to determine the critical path of projects by useful criteria, a new MCDM method named BWABAC is proposed. For determining the weight of important criteria, the best-worst method (BWM) is applied. Furthermore, the multi-attributive border approximation area comparisons (MABAC) procedure is used to rank all paths of project network. Finally, the new MCDM method is extended under type-2 fuzzy sets (T2FSs) to tackle the uncertainty. T2FSs are much stronger tool than classic fuzzy sets because the membership grade of T2FSs is a classic fuzzy set. Moreover, the BWABAC method is compared with the COPRAS method to drown the validity. Eventually, an illustrative example is solved to display the strengths of BWABAC method.
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1. Introduction

One of the most important issues in project management is planning and scheduling phase. Furthermore, one of the most commonly used methods for the scheduling is critical path method (CPM). In the past, critical path of project was determined only by time criterion [1]. Gradually, [2] modeled the critical path method as an MCDM method. [3] evaluated critical path of project by using time, cost, risk and quality criteria. They solved this problem by TOPSIS method. [4] solved the critical path problem by PROMETHEE method. He considered the time, cost, safety, and quality criteria. [5] proposed a new approach for evaluating the critical path under fuzzy environment. [6] selected the critical path of projects by a new MCDM method under intuitionistic fuzzy sets.

One of the approaches that have attracted great attention in last decade is multi-attributive border approximation area comparisons (MABAC) method. The MABAC originally proposed by [7]. The MABAC method has been applied in manifold areas, successfully. For instance, [8] evaluated hotels on a tourism website. [9] used the MABAC method for supplier selection of construction companies. [10] selected the best outsourcing provider by using the MABAC method. Some of the major advantages of MABAC approach are easy to use and permanence in solution and the possible quantity of gains and losses which to be defined such a procedure that the final outcome can be spacious. In MCDM methods, a stable and reliable procedure for determining the weight of criteria is very necessary.

The analytic hierarchy process (AHP) is the most commonly used method in various areas. AHP method is criticized for two reasons; Pairwise comparisons for a large number of criteria is a very lengthy procedure. Furthermore, the inconsistency among criteria is high in the big size problems. To overcome this shortage, the best worst method (BWM) has introduced by [11]. BWM method has been applied in many various areas [12-14]. In this paper, to use merits of BWM method and MABAC method, these two methods are applied, simultaneously. The name of new MCDM method is BWABAC method.
Furthermore, for tackling the derived uncertainty of projects’ nature and judgment of experts, fuzzy sets theory was originally introduced by [15]. For experts, assign a crisp membership to the classic fuzzy sets are difficult. That is why type-2 fuzzy sets (T2FSs) was proposed by [16]. The membership grade of T2FSs is a classic fuzzy set. With this in mind, T2FSs in comparison with classic fuzzy sets is much powerfull for addressing the uncertainty. T2FSs are successfully applied in manifold MCDM areas, recently. [17] extended a new approach for selecting the best robot under interval T2FSs (IT2FSs). [18] planned turkey energy by using an MCDM method under T2FSs. In this paper, the new BWABAC method is extended under IT2FSs to achieve reliable outcomes and determining the critical path.

Totally, to utilize superiorities of MABAC and BWM method, a new MCDM method named BWABAC is extended to critical path selection problem, properly. Moreover, to employ the suitability of IT2FSs, the BWABAC method is developed under IT2FSs to achieve reliable and stable outcomes about specifying the critical path of projects and consequently achieve better planning and scheduling. The novelties of the suggested approach in comparisons of the literature are drawn as follows: 1) In this paper, considering the superiorities of the best-worst approach (BWM) in contrast with the AHP approach, an extension of BWM approach is introduced under T2FSs for criteria weight determination. 2) The MABAC approach, as a well-known MCDM approach, is applied to rank of projects’ paths. Note that, the MABAC method is developed under IT2FSs For Facing with uncertainty. 3) Finally, a new approach, namely the BWABAC method is extended to critical path determination in construction projects.

The paper is configured as below: Section 2 represents the BWABAC method for specifying the critical path. Section 3 demonstrates an illustrative example. Section 4 compares the BWABAC method with the COPRAS method. Section 5 draws the conclusions.

### 2. Suggested method

BWM approach is extended for the weight determination of criteria. Then, the MABAC approach is developed for critical path selection. Finally, the proposed comprehensive method named BWABAC is extended by using type-2 fuzzy sets. Because of nature of projects, uncertainty plays an important role during the critical path selection procedure. That is why type-2 fuzzy sets are applied to cope with the uncertainty. The proposed method is explained by using the following steps:

**Step 1:** Construction decision matrix.

**Step 1-1:** In this sub-step, the information about cost, time, risk, quality, and safety criteria for each activity is collected from an expert. Information about qualitative criteria is explained by using linguistic variables that demonstrated in Table 1.

**Step 1-2:** Form the decision matrix by considering all path as alternatives and considering time \(z_1\), cost \(z_2\), risk \(z_3\), quality \(z_4\), and safety \(z_5\) as efficient criteria by using the following:

\[
\chi = (\tilde{\chi}_{ij})_{p \times n} = \begin{pmatrix}
\begin{array}{ccccc}
    z_1 & \cdots & z_n \\
    \chi_{11} & \cdots & \chi_{1n} \\
    \vdots & \ddots & \vdots \\
    \chi_{p1} & \cdots & \chi_{pn}
\end{array}
\end{pmatrix}, \quad i = 1, \ldots, p, \quad j = 1, \ldots, n.
\]  

**Step 2:** The constructed decision matrix is normalized by:

\[
\eta_k = (\tilde{\eta}_{ij})_{p \times n} = \begin{pmatrix}
\begin{array}{cc}
    \tilde{\eta}_{11} & \cdots \\
    \vdots & \ddots \\
    \tilde{\eta}_{1n} & \cdots \\
\end{array}
\end{pmatrix}.
\]  

The normalized positive criteria are defined as below:
The normalized negative criteria are defined as follows:

\[
\tilde{\eta}_{ij} = \left[ \left( \frac{X_{ij1}^U - X_{ij4}^U}{X_{ij4}^U}, \frac{X_{ij2}^U - X_{ij4}^U}{X_{ij4}^U}, \frac{X_{ij3}^U - X_{ij4}^U}{X_{ij4}^U}, \frac{X_{ij4}^U}{X_{ij4}^U} \right), \left( \frac{X_{ij1}^L - X_{ij4}^L}{X_{ij4}^L}, \frac{X_{ij2}^L - X_{ij4}^L}{X_{ij4}^L}, \frac{X_{ij3}^L - X_{ij4}^L}{X_{ij4}^L}, \frac{X_{ij4}^L}{X_{ij4}^L} \right) \right] \in \mathcal{H}_1(\tilde{\mathcal{X}}^U), \mathcal{H}_2(\tilde{\mathcal{X}}^L),
\]

where, \(\chi^+ = \max_i \{X_{ij4}^{uk}\}, \chi^- = \min_i \{X_{ij4}^{uk}\}\).

Step 3: Specify the weight of criteria by using the BWM method.

Step 3-1: Define the best and worst criteria.

The most significant (best) and least significant (worst) criteria in terms of weight are determined.

Step 3-2: Express the priority of best criterion over the other criteria.

The priority of best criterion over the other criteria is collected from experts by means of the linguistic variables. The linguistic variables and their equivalent IT2FSs are illustrated in Table 2.

The vector of best to over criteria is explained as follows:

\[
\tilde{\beta}_{MC} = (\tilde{\beta}_{MC,1}, \tilde{\beta}_{MC,2}, \ldots, \tilde{\beta}_{MC,n}).
\]

**Table 1. Equivalent IT2F of linguistic terms for ratings [19]**

<table>
<thead>
<tr>
<th>Linguistic terms</th>
<th>Interval type-2 fuzzy numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low (VL)</td>
<td>((0, 0, 0, 0.1; 1, 1), (0, 0, 0, 0.05; 0.9, 0.9))</td>
</tr>
<tr>
<td>Low (L)</td>
<td>((0.0, 0.1, 0.3; 1, 1), (0.05, 0.1, 0.2; 0.9, 0.9))</td>
</tr>
<tr>
<td>Medium low (ML)</td>
<td>((0.1, 0.3, 0.5; 1, 1), (0.2, 0.3, 0.4; 0.9, 0.9))</td>
</tr>
<tr>
<td>Medium (M)</td>
<td>((0.3, 0.5, 0.7; 1, 1), (0.4, 0.5, 0.6; 0.9, 0.9))</td>
</tr>
<tr>
<td>Medium high (MH)</td>
<td>((0.5, 0.7, 0.9; 1, 1), (0.6, 0.7, 0.8; 0.9, 0.9))</td>
</tr>
<tr>
<td>High (H)</td>
<td>((0.7, 0.9, 1; 1, 1), (0.8, 0.9, 0.9; 0.9, 0.9))</td>
</tr>
<tr>
<td>Very high (VH)</td>
<td>((0.9, 1, 1; 1, 1), (0.95, 1, 1; 0.9, 0.9))</td>
</tr>
</tbody>
</table>

**Table 2. Equivalent IT2F of linguistic terms for weightings of criteria [20]**

<table>
<thead>
<tr>
<th>Linguistic variables</th>
<th>Interval type-2 fuzzy scales</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolutely strong (AS)</td>
<td>((7, 8, 9, 9; 1, 1), (7.2, 8.2, 8.8, 9; 0.9, 0.9))</td>
</tr>
<tr>
<td>Very strong (VS)</td>
<td>((5, 6, 8, 9; 1, 1), (5.2, 6.2, 7.8, 8.8; 0.9, 0.9))</td>
</tr>
<tr>
<td>Fairly strong (FS)</td>
<td>((3, 4, 6, 7; 1, 1), (3.2, 4.2, 5.8, 6.8; 0.9, 0.9))</td>
</tr>
<tr>
<td>Slightly strong (SS)</td>
<td>((1, 2, 4, 5; 1, 1), (1.2, 2.2, 3.8, 4.8; 0.9, 0.9))</td>
</tr>
<tr>
<td>Exactly equal (E)</td>
<td>((1, 1, 1, 1; 1, 1), (1, 1, 1, 1; 1, 1))</td>
</tr>
</tbody>
</table>

Step 3-3: Explain the priority of other criteria over the worst criterion.

The priority of other criteria over the worst criterion are collected from experts by using the linguistic variables that were demonstrated in Table 1. The vector of others to the worst criterion is defined as follows:

\[
\tilde{\beta}_{LI} = (\tilde{\beta}_{LI,1}, \tilde{\beta}_{LI,2}, \ldots, \tilde{\beta}_{LI,n}).
\]

Furthermore, the above vectors are defuzzified by:

\[
Def \left( \tilde{\beta}_1 \right) = \frac{1}{2} \left( \sum_{o \in \{U,L\}} \frac{\beta_{11}^o + (1 + H_1(\tilde{\beta}_1^o)) \beta_{12}^o + (1 + H_2(\tilde{\beta}_1^o)) \beta_{13}^o + \beta_{14}^o}{4 + H_1(\tilde{\beta}_1^o) + H_2(\tilde{\beta}_1^o)} \right).
\]
Step 3-4: Obtain the final and optimal weight of criteria. The linear model is used to achieve unique weights of criteria as follows:

\[
\begin{align*}
&\text{min } \gamma, \\
&\left| \delta_{MC} - \beta_{MC,j} \delta_j \right| \leq \gamma, \text{ for all } j, \\
&\left| \delta_j - \beta_{j,LC} \delta_{LC} \right| \leq \gamma, \text{ for all } j, \\
&\sum_{j=1}^{n} \delta_j = 1, \quad \delta_j \geq 1, \text{ for all } j.
\end{align*}
\]

(8)

Notably, \( \gamma \) demonstrates consistency. The amount of close to zero shows high consistency. Furthermore, the optimal weight \((\delta_1^*, \delta_2^*, \ldots, \delta_n^*)\) is obtained from above linear model.

Step 4: Create the weighted normalized decision matrix by means of:

\[
\tilde{B}_{ij} = (\tilde{b}_{ij})_{m \times n} = \tilde{\eta}_{ij} \delta_j.
\]

(9)

Step 5: Calculate border approximation area vector by:

\[
\tilde{\psi}_j = \begin{bmatrix} \tilde{\psi}_1 & \cdots & \tilde{\psi}_n \end{bmatrix}.
\]

(10)

Each element is obtained via:

\[
\tilde{\psi}_1 = \left( \left( \prod_{i=1}^{p} b_{ij1}^U \right)^{\left( \frac{1}{p} \right)}, \left( \prod_{i=1}^{p} b_{ij2}^U \right)^{\left( \frac{1}{p} \right)}, \left( \prod_{i=1}^{p} b_{ij3}^U \right)^{\left( \frac{1}{p} \right)}, \left( \prod_{i=1}^{p} b_{ij4}^U \right)^{\left( \frac{1}{p} \right)} \right); \\
\min \left( H_1(B_{11}^U), \ldots, H_1(B_{L1}^U) \right), \min \left( H_2(B_{11}^U), \ldots, H_2(B_{L1}^U) \right) \\
\left( \prod_{i=1}^{p} b_{ij1}^L \right)^{\left( \frac{1}{p} \right)}, \left( \prod_{i=1}^{p} b_{ij2}^L \right)^{\left( \frac{1}{p} \right)}, \left( \prod_{i=1}^{p} b_{ij3}^L \right)^{\left( \frac{1}{p} \right)}, \left( \prod_{i=1}^{p} b_{ij4}^L \right)^{\left( \frac{1}{p} \right)}; \\
\min \left( H_1(B_{11}^L), \ldots, H_1(B_{L1}^L) \right), \min \left( H_2(B_{11}^L), \ldots, H_2(B_{L1}^L) \right)
\right).
\]

(11)

Step 6: Compute the distance of alternatives from border approximation area:

\[
\ddot{\sigma}_{ij} = \tilde{B}_{ij} - \tilde{\psi}_j = \begin{bmatrix} (\tilde{\eta}_{11} \delta_1 - \tilde{\psi}_1) & \cdots & (\tilde{\eta}_{1n} \delta_n - \tilde{\psi}_n) \\
\vdots & \ddots & \vdots \\
(\tilde{\eta}_{p1} \delta_1 - \tilde{\psi}_1) & \cdots & (\tilde{\eta}_{pn} \delta_n - \tilde{\psi}_n)
\end{bmatrix}.
\]

(12)

Step 7: Rank of all paths by using:

\[
\ddot{\theta}_i = \sum_{j=1}^{n} \ddot{\sigma}_{ij}.
\]

(13)

The results are ranked in descending orders.

3. Illustrative example

In this section, an illustrative example is presented and solved. Five efficient criteria (time, \( \tilde{\psi}_j = \begin{bmatrix} \tilde{\psi}_1 & \cdots & \tilde{\psi}_n \end{bmatrix} \)
cost, risk, quality, and safety) are considered. The project network is represented in Fig. 1. Furthermore, the information about ratings of activity on efficient criteria is depicted in Table 3. The initial information of BWM method is depicted in Table 4.

The final results of the BWM method and final results of rankings are depicted in Table 5.

![Project network](image)

**Table 3.** Activities’ ratings based on the efficient criteria

<table>
<thead>
<tr>
<th>Act.</th>
<th>Rating on time</th>
<th>Rating on cost (100$)</th>
<th>Risk</th>
<th>Quality</th>
<th>Safety</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>(2, 4, 7, 8; 1, 1)</td>
<td>(5, 8, 11, 13; 1, 1)</td>
<td>VH</td>
<td>MH</td>
<td>M</td>
</tr>
<tr>
<td>1-3</td>
<td>(3, 5, 8, 10; 1, 1)</td>
<td>(2, 4, 6, 8; 1, 1)</td>
<td>H</td>
<td>MH</td>
<td>M</td>
</tr>
<tr>
<td>1-4</td>
<td>(5, 7, 9, 10; 1, 1)</td>
<td>(3, 5, 6, 8; 1, 1)</td>
<td>MH</td>
<td>H</td>
<td>ML</td>
</tr>
<tr>
<td>2-5</td>
<td>(3, 5, 7, 9; 1, 1)</td>
<td>(4, 6, 7, 5; 8; 1, 1)</td>
<td>H</td>
<td>M</td>
<td>MH</td>
</tr>
<tr>
<td>3-6</td>
<td>(6, 8, 10, 12; 1, 1)</td>
<td>(4, 5, 5, 6, 5, 7; 1, 1)</td>
<td>H</td>
<td>ML</td>
<td>ML</td>
</tr>
<tr>
<td>4-6</td>
<td>(1, 3, 5, 7; 1, 1)</td>
<td>(1.5, 3.5, 4.8, 5.8; 1, 1)</td>
<td>MH</td>
<td>ML</td>
<td>H</td>
</tr>
<tr>
<td>5-7</td>
<td>(3, 4, 5, 7; 1, 1)</td>
<td>(2.83, 4.4, 5.2; 1, 1)</td>
<td>M</td>
<td>MH</td>
<td>VH</td>
</tr>
<tr>
<td>6-7</td>
<td>(5, 7, 9, 11; 1, 1)</td>
<td>(1, 2, 3.5, 4.5; 1, 1)</td>
<td>ML</td>
<td>M</td>
<td>H</td>
</tr>
</tbody>
</table>

**Table 4.** Initial information for BWM method

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Z₁</th>
<th>Z₂</th>
<th>Z₃</th>
<th>Z₄</th>
<th>Z₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best criteria: Z₁</td>
<td>E</td>
<td>SS</td>
<td>FS</td>
<td>FS</td>
<td>VS</td>
</tr>
<tr>
<td>Worst criterion: Z₅</td>
<td>VS</td>
<td>FS</td>
<td>FS</td>
<td>SS</td>
<td>E</td>
</tr>
</tbody>
</table>

**Table 5.** Final rankings of paths

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Weight</th>
<th>Paths</th>
<th>Value</th>
<th>Rankings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>0.49</td>
<td>1-2-5-7</td>
<td>0.046</td>
<td>2</td>
</tr>
<tr>
<td>Cost</td>
<td>0.21</td>
<td>1-3-6-7</td>
<td>0.07</td>
<td>3</td>
</tr>
<tr>
<td>Risk</td>
<td>0.125</td>
<td>1-4-6-7</td>
<td>0.063</td>
<td>1</td>
</tr>
<tr>
<td>Quality</td>
<td>0.125</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Safety</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3.1.1. Comparative analysis

The BWABAC method is compared with the COPRAS method in order to demonstrate the validity and reliability of BWABAC method. The results are depicted in Table 7.

**Table 7.** Comparative analysis

<table>
<thead>
<tr>
<th>Paths</th>
<th>Final value of BWABAC</th>
<th>Rankings</th>
<th>Final value of COPRAS method</th>
<th>Rankings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2-5-7</td>
<td>0.046</td>
<td>2</td>
<td>1.299</td>
<td>2</td>
</tr>
<tr>
<td>1-3-6-7</td>
<td>-0.07</td>
<td>3</td>
<td>0.5977</td>
<td>3</td>
</tr>
<tr>
<td>1-4-6-7</td>
<td>0.063</td>
<td>1</td>
<td>1.47</td>
<td>1</td>
</tr>
</tbody>
</table>

### 4. Conclusions

In this paper, a new BWABAC method including the BWM and MABAC methods has been
successfully applied to the critical path selection problem. All paths of projects have been modeled as alternatives and efficient criteria have been considered as criteria. To afford the uncertainty of practical situations, T2FSs have been applied. The membership degree of type-2 fuzzy sets is a classic fuzzy set, whereas, the membership degree of classic fuzzy sets is a crisp number. That is why T2FSs has been applied for critical path determination and inherent uncertainty of projects. Furthermore, the BWABAC method is extended under T2FSs.

Moreover, the BWABAC procedure has been checked with the well-known MCDM method (COPRAS). The results have been demonstrated the validity of the BWABAC method. The BWABAC method can be applied in all spectrum of areas of MCDM problems. For future work, BWABAC method can be developed under group decision-making problems. The subjective and objective procedures for determining the weight of members of group can be added to the BWABAC method.
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