Rolling bearing fault diagnosis based on EWT and ELM
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Abstract. In order to realize fault diagnosis of the rolling bearing, a fast and effective method based on empirical wavelet transform (EWT) and extreme learning machine (ELM) is proposed in this paper. Bearing vibration signals, which contain a large amount of fault information, can be decomposed into multiple single components adaptively, from which the characteristic vectors suitable for diagnosis can be extracted. ELM has the advantages of fast learning speed and good generalization performance, which makes it possible to diagnose fault patterns of bearings easily. The case study based on experiment data proves the feasibility of this method.
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1. Introduction

For many rotating machines, rolling bearings play an important role. Bearing fatigue can lead to failure of the inside and outside raceways and rolling elements, which can be characterized by vibration signals [1]. This paper presents an efficient fault diagnosis method based on empirical wavelet transform (EWT) and extreme learning machine (ELM).

Due to the complex working environment of the bearings, the vibration signals of the bearings are affected by the impact caused by the faults and the multi-carrier modulation occurs. The advanced diagnosis methods for rolling bearing faults are based on time-frequency domain decomposition of signals, such as short time Fourier transform (STFT), wavelet transform, empirical mode decomposition (EMD) and local mean decomposition (LMD). By combining the adaptability of dividing the signal spectrum in EMD into wavelet transform, a new method called empirical wavelet transform (EWT) changed the traditional spectrum division of binary wavelet. EWT is proved to be able to separate different modes, which is one of the most powerful time-frequency methods to deal with non-stationary data [2]. Thus, EWT is used to extract the sensitive information existing in vibration signals in this paper.

Extreme learning machine (ELM), an intelligent algorithm which performs well in regression and multi-classes classification problems, has attracted more and more researchers’ attention. Meanwhile, ELM has been proven to be more efficient and smarter than support vector machine (SVM) and BP neural network [3]. Thus, in this study, ELM is introduced to classify the fault states of the rolling bearing based on the features extracted through EWT.

This paper is organized as follows: Section 2 introduces EWT and ELM, Section 3 describes the case study performed to validate the method, and Section 4 presents the conclusions and related future works.

2. Methodology

2.1. Empirical wavelet transform

Empirical wavelet transform is a recently proposed method for adaptive detection of different members, which is similar with empirical mode decomposition method [4]. In frequency domain, an empirical wavelet refers to the process of building a set of wavelets, which is equivalent to
build a set of band-pass filters. Inspired by EMD method, EWT method detects the filters’ supports based on the information existing in the original signal, which makes it possible of EWT to decompose the signals adaptably. These modes are amplitude modulated-frequency modulated (AM-FM) components that have compact support Fourier spectrum [5]. Therefore, detecting different modes is similar to splitting the Fourier spectrum and applying filtering according to the support. The purpose of EWT is to decompose the \( f(x) \) into \( N + 1 \) mono-components \( f_k(t) \), respectively:

\[
f(t) = \sum_{k=0}^{N} f_k(t),
\]

where \( f_k(t) \) is defined as an AM-FM function which is denoted as:

\[
f_k(t) = F_k(t) \cos(\varphi_k(t)).
\]

Assuming that the Fourier support \([0, \pi]\) is segmented into \( N \) contiguous segments, \( w_n \) is denoted to be the limits between each segment (where \( w_0 = 0 \) and \( w_N = \pi \)). Each segment is denoted as \( \Lambda_n = [\omega_{n-1}, \omega_n] \), and \( \bigcup_{n=1}^{N} \Lambda_n = [0, \pi] \). Centered around each \( w_n \), a transition phase \( T_n \) is defined of width \( 2\tau_n \) and \( \tau_n = \gamma \omega_n \). \( \gamma \) is properly chose to get a tight frame and is given in Eq. (3):

\[
\gamma < \min_n \left( \frac{\omega_{n+1} - \omega_n}{\omega_{n+1} + \omega_n} \right).
\]

The empirical wavelets are defined as band-pass filters on each \( \Lambda_n \). For \( \forall n > 0 \), the empirical scaling function and the empirical wavelets are defined by Eqs. (4), (5), respectively:

\[
\hat{\phi}_n(\omega) = \begin{cases} 
1, & |\omega| \leq (1 - \gamma)w_n, \\
\text{cos} \frac{\pi}{2} \beta \left( \frac{1}{2\gamma \omega_n} (|\omega| - (1 - \gamma)\omega_n) \right), & (1 - \gamma)w_n \leq |\omega| \leq (1 + \gamma)w_n, \\
0, & \text{otherwise},
\end{cases}
\]

\[
\hat{\psi}_n(\omega) = \begin{cases} 
1, & (1 + \gamma)w_n \leq |\omega| \leq (1 - \gamma)w_{n+1}, \\
\text{cos} \frac{\pi}{2} \beta \left( \frac{1}{2\gamma \omega_{n+1}} (|\omega| - (1 - \gamma)\omega_{n+1}) \right), & (1 - \gamma)w_{n+1} \leq |\omega| \leq (1 + \gamma)w_{n+1}, \\
\text{sin} \frac{\pi}{2} \beta \left( \frac{1}{2\gamma \omega_n} (|\omega| - (1 - \gamma)\omega_n) \right), & (1 - \gamma)w_n \leq |\omega| \leq (1 + \gamma)w_n, \\
0, & \text{otherwise}.
\end{cases}
\]

Commonly, \( \beta(x) \) is defined as \( \beta(x) = x^4(35 - 84x + 70x^2 - 20x^3) \) [6].

The EWT \( W_f^\psi(n, t) \) can be defined as same as for the classic wavelet transform. The detail coefficients are given by inner products with the empirical wavelets:

\[
W_f^\psi(n, t) = \langle f, \psi_n \rangle = \int f(\tau) \overline{\psi_n(\tau - t)} d\tau,
\]

and the approximation coefficients by inner product with the scaling function:

\[
W_f^\varphi(0, t) = \langle f, \varphi_1 \rangle = \int f(\tau) \overline{\varphi_1(\tau - t)} d\tau.
\]
The reconstruction is obtained by:

\[ f(t) = W_f^x(0, t) \ast \phi_1(t) + \sum_{n=1}^{N} W_f^x(n, t) \ast \psi_n(t), \]  

(8)

where \( \ast \) represents faltung. Moreover, the empirical mode \( f_k(t) \) is given as follows:

\[ f_0(t) = W_f^x(0, t) \ast \phi_1(t), \]  

(9)

\[ f_k(t) = W_f^x(k, t) \ast \phi_k(t). \]  

(10)

2.2. Extreme learning machine

ELM is a newly developed learning algorithm proposed by Huang et al. [7], which has faster learning speed and better generalization performance. ELM is a special kind of single hidden layer feed forward neural network, which only has one hidden node layer. It was extended to a general single hidden-layer feedforward neural network. Fig. 1 shows the basic structure of ELM.

In Fig. 1, \( x_i = [x_1, x_2, ..., x_n] \) represents the input samples. \( \omega_i = [\omega_1, \omega_2, ..., \omega_n] \) represents the vector of link weights between all nodes in the input layer and hidden layer. \( g(x) \) represents the activation function of the hidden layer. \( b_i = [b_1, b_2, ..., b_n] \) represents the bias of neurons in the hidden layer. \( \beta_i = [\beta_1, \beta_2, ..., \beta_n]^T \) represents the vector of link weights between the \( i \)th node in the hidden layer and all nodes in the output layer. \( y_j \) represents the output of the network. \( n, L, m \) represent the number of nodes in the input layer, hidden layer and the output layer, respectively. The mathematical model of ELM is denoted as:

\[ y_i = \sum_{i=1}^{L} \beta_i g_i(x_j) = \sum_{i=1}^{L} \beta_i g_i(w_i \cdot x_j + b_i). \]  

(11)

The activation function utilized in this study is sigmoid function, which is denoted as:

\[ g(x) = \frac{1}{1 + \exp(- (\alpha \cdot x + b)}). \]  

(12)

2.3. Fault diagnosis procedure based on EWT and ELM

The proposed method has two steps. (1) Vibration signal decomposition utilizing EWT to obtain the components which contain the fault information, as well as eliminating noise existing in the original signal. (2) Fault diagnosis based on the ELM classification model, which takes the
features consist of energy from the selected components as input. The process of the method is summarized in Fig. 2.

![Process of the proposed method](image)

**Fig. 2.** Process of the proposed method

3. Validation

3.1. Introduction to validating data

In order to validate the practicability and high efficiency of the method, the experiment data of the Case Western Reserve University Bearing Data Center were used in the case study of this paper [8]. As shown in Fig. 3, the test stand consists of a motor (left), a torque transducer (center), a dynamometer (right), and control electronics (not shown). The test bearings support the motor shaft.

Motor bearings were seeded with faults using electro-discharge machining (EDM). Faults with a diameter of 0.007 inches were introduced separately at the inner raceway, rolling element and outer raceway. Vibration data was collected using accelerometers, which were attached to the housing with magnetic bases.

![The test stand](image)

**Fig. 3.** The test stand

3.2. Signal decomposition based on EWT

To acquire the fault feature vectors, the original vibration signals are decomposed into several components using EWT. Fig. 4 shows the decomposed components of the rolling bearing’s normal state and fault state.

EWT adaptively decomposes fault signals and normal signals into different components. As
the figures show, the patterns of the components are obviously different in normal and fault states. Thus, the decomposing results could be used to classify the states of the rolling bearing. For the purpose of improving the performance of the fault diagnosis model, the energy and kurtosis index of the three most important components are extracted to form the feature vector. Table 1 shows some of the obtained feature vectors of the samples that belong to each fault state.

![Fig. 4. EWT result of: a) normal state, b) inner raceway fault state](image)

<table>
<thead>
<tr>
<th></th>
<th>Normal</th>
<th>Inner raceway fault</th>
<th>Rolling element fault</th>
<th>Outer raceway fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.905</td>
<td>3.023</td>
<td>3.951</td>
<td>2.543</td>
</tr>
<tr>
<td>2</td>
<td>0.331</td>
<td>-0.024</td>
<td>-0.024</td>
<td>-0.070</td>
</tr>
<tr>
<td>3</td>
<td>2.679</td>
<td>2.822</td>
<td>5.573</td>
<td>5.292</td>
</tr>
<tr>
<td>4</td>
<td>0.362</td>
<td>0.413</td>
<td>0.178</td>
<td>0.229</td>
</tr>
<tr>
<td>5</td>
<td>0.476</td>
<td>0.485</td>
<td>0.197</td>
<td>0.417</td>
</tr>
<tr>
<td>6</td>
<td>0.786</td>
<td>0.649</td>
<td>0.948</td>
<td>0.845</td>
</tr>
</tbody>
</table>

3.3. Training of ELM model for fault diagnosis

Four states of the rolling bearing were considered, including normal state and three fault states. The vibration data in the four states were used for training the fault diagnose model based on extreme learning machine, 96 sets of data per state. In other words, the training dataset contained 384 sets of data.

3.4. Validation of the proposed method

For the purpose of validating the proposed method, 32 sets data under each state were selected to form the testing sample. Thus, the testing dataset consisted of 128 sets of data in total. The testing dataset was processed by the fault diagnosis model trained above. The corresponding labels of normal state and fault states were 1/2/3/4 respectively. The actual states of the rolling bearing are shown in Fig. 5(a), where the ordinate value indicates the state of the rolling bearing. The testing results are shown in Fig. 5(b).

The result shows that the fault diagnosis based on EWT-ELM method reaches the accuracy of
100%, which indicates that the proposed is capable of distinguishing the states of the rolling bearing under different fault modes.

![Fig. 5. The actual state of: a) rolling bearing, b) testing result](image)

4. Conclusions

Fault diagnosis for the rolling bearing based on empirical wavelet transform and extreme learning machine was performed in this study. EWT can decompose the original vibration signals adaptively and obtain appropriate features from non-stationary vibration signals. ELM model is an effective tool for fault classification. It can be seen from the validation results that this method is suitable for the diagnosis of the rolling bearing. Furthermore, additional fault modes should be taken into consideration to achieve a comprehensive performance on rolling bearing fault classification.
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