Abstract. The latest demands for remaining useful life (RUL) prediction are online prediction, real-time prediction and adaptive prediction. This paper addresses the demands of RUL prediction and proposes a novel framework of parallel simulation based adaptive prediction for equipment RUL. In the framework, a Wiener state space model (WSSM) is developed to achieve the aim, which considers the whole historical data and monitoring noise. Driven by the online observation data, the degradation state is estimated by the Kalman filter based data assimilation and the WSSM parameters are updated by the expectation maximum algorithm. An analytical RUL distribution considering the distribution of the degradation state is obtained based on the concept of the first hitting time. A case study for GaAs laser device is provided to substantiate the superiority of the proposed method compared with the competing method of traditional Wiener process. The results show that the parallel simulation method can provide better RUL prognostic accuracy.
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1. Introduction

In the field of equipment maintenance support, the PHM is an important means to achieve equipment accurate maintenance [1]. The PHM can execute reasonable maintenance and management to ensure the safety, economy and reliability of equipment operation by predicting the remaining useful life of the equipment accurately. The key technologies of PHM include RUL forecasting and health management, and the RUL prognosis is the core content of PHM [2]. RUL is defined as the time length from the current time to the failure moment [3] what is the important basis and basic premise for maintenance decision.

The commonly used RUL prediction models include the random coefficient regression model [4], gray model [5], neural network model [6], similarity model [7], hidden Markov model [8], support vector machine model [9] and random process model, etc. However, these models have the following deficiencies. Firstly, most of the models can only be used offline, i.e., for online monitoring and offline prediction. The corresponding degradation data is obtained by online monitoring equipment and the remaining useful life is predicted through offline feature extraction. Its essence still belongs to the offline forecasting method with weak online prediction ability [10]. Secondly, the equipment requiring high safety urgently needs to acquire the remaining useful life in real time owing to the complexity of the equipment operating environment. However, the real-time prediction capability of the above models is weak. The real-time prediction problem mainly focuses on the calculation of the analytical expression for RUL probability density function [11]. Thirdly, most of the models belong to the static model without the dynamic adjustment ability. The model parameters are obtained from the historical data of the same type equipment by offline estimation such as maximum likelihood estimation. The dynamic adjustment problem focuses on the adaptive adjustment of the model parameters. Moreover, it is a difficult problem in the current research of RUL prediction to study the prognostic models with adaptive ability [12]. To sum up, the latest demands for RUL prediction are online prediction, real-time prediction and adaptive prediction.
adaptive prediction.

In particular, a random process model of the Wiener process has a clear physical interpretation and good mathematical properties which has been widely used in degradation modeling and RUL prediction in recent years. For the first time, Doksum [13] applied the Wiener process to the accelerated degradation modeling and transformed the non-stationary Wiener process into the stationary Wiener process through time-scale transformation and then inferred the equipment lifetime at normal stress levels. Whitmore [14] characterized the accelerated degeneration data by using the Wiener process with time-scale transformation. Si [15] converted the general nonlinear degradation process into a standard Brownian motion and then derived an approximate first hitting time (FHT). The above studies were all based on the assumption that the degradation state can be directly observed. However, most equipment cannot satisfy this assumption. Therefore, it is necessary to treat the degradation state as a hidden state. So, Whitmore [16] used a Wiener process model with measurement noise to characterize the declining trend of transistor gain. Peng [17] used a Wiener process model with measurement noise and random drift coefficient to estimate the laser mean-time-to-failure (MTTF). It is notable that the linear Wiener process is actually a first-order Markov chain. In other words, the predicted degradation degree is only related to the current degradation degree rather than the whole historical data. As a result, this leads to the increase of prediction error. Therefore, on the basis of the linear Wiener process, Wang [1] first introduced the adaptive drift coefficient and used the Kalman filter to estimate the degradation state by utilizing the whole historical data. Further, Si [18] proposed an iterative degradation model based on the linear Wiener process, which took the uncertainty of the drift state into account and reduced the prediction uncertainty. Although there were many researches on equipment RUL prediction based on the linear Wiener process, few researchers predicted the RUL by considering the measurement noise and the whole historical data simultaneously. If both the measurement noise and the whole historical data could be taken into consideration, the accuracy and rationality of RUL prediction would be improved.

Therefore, it is urgent to provide a new means of RUL prediction which improves the prediction accuracy and meets the latest prediction demands. Equipment parallel simulation is a new emerging simulation technology in the field of system modeling and simulation. It has become a research emphasis which provides a completely new theory and method to solve the RUL prediction problem. The parallel simulation method uses the linear Wiener process to execute degradation modeling and establishes a Wiener state space model (WSSM). The WSSM takes the influence of measurement noise and historical data into account, what is beneficial to improve the prediction accuracy of RUL. On the basis of degradation modeling, the parallel simulation based equipment RUL prediction framework is proposed. The framework receives the equipment degradation data online and uses the Kalman filter and expectation maximization algorithm to drive the WSSM evolution dynamically. Then the distribution of the hidden degradation state is obtained and integrated into the inverse Gaussian distribution. Eventually, the analytic expression of RUL probability density function is achieved. In short, the framework realizes the online prediction, real-time prediction and adaptive prediction of RUL.

2. Equipment parallel simulation paradigm

2.1. Concepts and characteristics

Equipment parallel simulation is an emerging technology in the field of system modeling and simulation and has become a research emphasis. The concept and technical characteristics of parallel simulation are put forward in literature [19]. As a new simulation application paradigm, the equipment parallel simulation is designed to run the simulation system and weapon equipment through interaction. The simulation system obtains the weapon equipment information in real time to update the simulation model online. The weapon equipment, on the other hand, may benefit from the effects of feedback provided by the simulation system to improve equipment
performance. The simulation system operated in this mode is called as a parallel simulation system. The word “parallel” of equipment parallel simulation is fundamentally different from “parallel” of parallel computing. The former refers to the fact that the complex problem is extended to a problem between the actual system and the virtual/simulation system which is dealt in an interactive way [20, 21]. But the latter refers to the fact that the complex problem is divided into sub-problems which are dealt at the same time [22].

Compared with the previous simulation technology, the equipment parallel simulation has the characteristics of symbiosis, two-way interaction, model evolution, data driven and efficient operation [23, 24]. Among them, model evolution is considered to be the core connotation and main technical characteristics of parallel simulation. The model construction in parallel simulation belongs to the category of evolitional modeling, including model parameter evolution and model output updating. The simulation system utilizes the equipment running data to evolve model parameters and to update the model output. As a result, the future state of the equipment can be evaluated or predicted based on the evolutionary simulation model. The simulation output may be closed to the actual state of equipment on the basis of model evolution, and the predictive accuracy of simulation system is improved finally.

2.2. Weapon equipment and parallel simulation system

The overview of equipment parallel simulation is shown in Fig. 1. In an equipment parallel simulation application, the weapon equipment is coupled with a parallel simulation system by sensors and actuators. The sensors provide information about the weapon equipment and the actuators allow the parallel simulation system controlling the weapon equipment. The simulation model of parallel simulation emphasizes dynamic evolution, adaptive updating and infinite approximation, which belongs to the category of simulation model set. The simulation model set includes simulation models obtained by different modeling methods and the corresponding model mirror images at a different time.

![Fig. 1. Overview of equipment parallel simulation](image)

The information provided by sensors can be further distinguished between two types of information, i.e., information about the state $S_t$ and behavior $B_t$ of the weapon equipment at time $t$. $S_t$ reflects the values of various internal state variables of the weapon equipment at any specific time. $B_t$ reflects quantifiable information about the weapon equipment that is not reflected by the state information. In the parallel simulation based adaptive prediction for equipment RUL, the state information $S_t$ is mainly concerned. The weapon equipment can be controlled by receiving the corresponding discrete control information $C_t$ at time $t$. Because the acquisition of control information needs to be calculated or reasoned by the parallel simulation system for a certain period of time, it is considered as discrete control information. The control information may only be valid for a limited period of time or invalidated by control information $C_{t+1}$ which is propagated to the weapon equipment at some later time $t + 1$. In the parallel simulation based adaptive prediction for equipment RUL, the RUL and its probability density function (PDF) are the feedback of parallel simulation system, and they contain all hidden control information which is not included in $C_t$. Based on the feedback results and maintenance experience, equipment maintenance personnel makes maintenance decision and then uses the actuators to perform maintenance manipulation, e.g., repair,
replacement and other maintenance activities. PDF reflects the uncertainty of the RUL prediction, which is the primary prediction quantity. This paper focuses on the evolutionary modeling of parallel simulation based adaptive prediction for the equipment RUL.

3. Evolutionary modeling framework for parallel simulation

3.1. Evolutionary modeling analysis

In literature [25], it is pointed out that the performance degradation is the main cause of equipment failure, so the performance degradation based modeling is the preferred modeling direction of parallel simulation based adaptive prediction for the equipment RUL. The essence of RUL prediction is the estimation of equipment degradation state. Considering the dynamic change and implicitness of equipment degradation state, it is necessary to establish a state space model (SSM) of equipment degradation, including the degradation state evolution equation and the observation equation. Meanwhile, the impacts of the operating environment and the internal structure on the equipment performance degradation have the characteristics of randomness and uncertainty, so it is a reasonable choice to use a stochastic process model to explain the equipment degradation process. The equipment performance degradation modeling based on the stochastic process can describe the trend of equipment degradation by fitting the change trace of a performance degradation variable, and then it predicts the time interval from the present time to the time when the stochastic process reaches the failure threshold. The representative stochastic process is the Wiener process. Consequently, the construction of equipment degradation SSM based on the SSM and Wiener process is not only conducive to estimate the equipment degradation state but it is also helpful for describing the degradation process.

Data assimilation (DA) and parameters online estimation are the main technical means to realize the WSSM evolution. Due to the dynamic injection of the degraded data, the parallel simulation system should have the data assimilation ability to improve the adaptability and prediction ability of the simulation system. Data assimilation can reduce the influence of WSSM noise by importing the latest observation data into the WSSM, and the WSSM prediction trace is closer to the real degradation state by constantly correcting the WSSM output results. The commonly used data assimilation algorithms include Kalman filter (KF) [26] and particle filter (PF). The online parameter estimation algorithm is used to evolve the unknown parameters of WSSM, and the expectation maximum (EM) algorithm is the commonly used algorithm for estimating unknown parameters of SSM.

3.2. Framework of parallel simulation based adaptive prediction for equipment RUL

According to the above modeling analysis, the diagram of parallel simulation based adaptive prediction for equipment RUL is shown in Fig. 2. The framework has the following advantages. Firstly, it is an online prediction framework. The parallel simulation system can online receive the data provided by the sensors. Then the online processing and feature extraction for the observation data are implemented and the degradation feature is obtained. The prognostic results can be fed back to the equipment maintenance personnel online to support maintenance decision-making. Secondly, it is an adaptive prediction framework. The framework utilizes the KF based data assimilation algorithm to achieve the assimilation between the degradation state and the observation data, i.e., the WSSM output is updated. Simultaneously, the EM algorithm is used to adjust the WSSM parameters dynamically. Through the iteration of two algorithms, the WSSM parameters and output are updated adaptively, to provide the adaptive RUL prediction with the accurate model and the distribution of degradation state. In addition, it is a real-time prediction framework. Wiener SSM is regarded as the basic simulation model, and the FHT distribution of Wiener process is the inverse Gaussian distribution. With this excellent property, the distribution of degradation state can be integrated into the inverse Gaussian distribution. As a result, the
analytical expression of the RUL’s PDF and RUL’s mathematical expectation are achieved. In other words, the real-time prediction is realized. The novel framework mainly includes the following steps:

Step 1: The degradation state of weapon equipment is monitored in real time by sensors such as vibration sensors, temperature sensors and other monitoring equipment, and the monitoring data is acquired.

Step 2: The monitoring data is transmitted to the parallel simulation system via the interface, and the equipment degradation state is sensed online by the parallel simulation system, which mainly involves the data preprocessing technology such as data noise reduction, missing data processing and abnormal data processing. Finally, the features which reflect the degradation state are obtained.

Step 3: Data assimilation between the real-time degraded feature and WSSM output is executed continuously based on the KF algorithm, and the tracking cycle of the equipment degradation state is realized. Moreover, the EM algorithm is used to estimate the unknown parameters of WSSM, and the evolution of the model parameters is accomplished to approach the equipment actual degradation state.

Step 4: Based on the implied degradation state obtained by parallel simulation and the equipment failure threshold, the equipment RUL and its PDF are predicted adaptively in real time.

Step 5: The prognostic results of parallel simulation system are taken as a feedback to transmit to the equipment personnel. According to the maintenance principles (e.g., safety, economy and mission) and maintenance experience, the maintenance scheme is developed by the equipment personnel.

Step 6: The actuators (e.g., equipment personnel, automatic maintenance equipment) are utilized to execute maintenance operations such as replacement of spare parts based on the maintenance scheme, and then the equipment support efficiency is improved.

Further, the parallel simulation method is discussed deeply from the following two aspects.

(1) Parallel simulation is a simulation method driven by the dynamic degradation data of the equipment. There was no data driven problem in the past simulation technology. On the contrary, the parallel simulation utilizes the dynamic data of the physical system to drive the simulation model evolution. In this paper, the Wiener state space model, which includes state equation and observation equation, is constructed. The essence of state equation is a linear Wiener process based simulation model of performance degradation and the observation equation establishes the relationship between the simulation output and the observed data. Then the WSSM is evolved driven by the degradation data. Specifically, the WSSM parameters are adjusted adaptively, and the WSSM output is updated. As a result, more accurate parameters and more accurate distribution of degradation state are used to predict the remaining useful life, and the RUL prognostic accuracy
is improved.

(2) Parallel simulation is a simulation method with a feedback applied in the field of real-time decision support. There also were no the issues of the feedback of simulation results and the effects of feedback on the physical system. But in the parallel simulation based adaptive RUL prediction, the simulation results can be fed back to the equipment maintenance personnel. According to the simulation results, the maintenance scheme is developed by combining the maintenance principles with maintenance experience. Then the actuators are utilized to execute maintenance operation such as replacement of spare parts based on the maintenance scheme, i.e., the equipment operation is affected by the simulation results.

3.3. Equipment performance degradation modeling based on WSSM

3.3.1. Wiener process and offline MLE-IG method

The Wiener process is written as:

\[ x(t) = x(0) + \eta t + \sigma B(t), \]  

where \( x(0) \) is the initial degradation state which is given with 0 in general, \( \eta \) is the drift coefficient, and \( \sigma \) is the diffusion coefficient. \( B(t) \) is the standard Brownian motion and \( B(t) \sim N(0, t) \). Let us suppose that the equipment failure threshold is \( \omega \), and the RUL of the equipment is \( T \). \( T \) can be defined as the first hitting time of the standard Brownian motion crossing \( \omega \), that is:

\[ T(\omega) = \inf\{t: x(t) \geq \omega | x(0) < \omega \}. \]

The mathematical expectation of the Wiener process is \( E(x(t)) = \eta t \) which is a linear function of time \( t \), and the drift coefficient \( \eta \) is an important parameter which reflects the degradation process. The variance of Wiener process is \( \text{var}(x(t)) = \sigma^2 t \) which represents the uncertainty of the degradation process at time \( t \). The real-time estimation of \( \eta \) and \( \sigma^2 \) is the basis to realize the RUL prognosis accurately. Due to that the mathematical expectation of Wiener process is a linear function of time \( t \), the Wiener process is adapted to describe the linear degradation process. In the past method, the offline maximum likelihood estimation (MLE) was used to estimate the parameters of \( \eta \) and \( \sigma^2 \). Assuming that \( g \) samples of performance degradation data can be obtained, then the degradation quantity of sample \( i \) at the initial time \( t_i(0) \) is zero, i.e., \( x_i(0) = 0 \). The degradation data \( x_{i1}, \ldots, x_{im_i} \) is obtained by monitoring the degradation state at time \( t_{i1}, \ldots, t_{im_i} \). Note that \( \Delta x_{ij} = x_{ij} - x_{ij(j-1)} \) is the degradation quantity between time \( x_{i(j-1)} \) and \( x_{ij} \). And according to the property of Wiener process:

\[ \Delta x_{ij} \sim (\eta \Delta t_{ij}, \sigma^2 \Delta t_{ij}), \]  

where \( \Delta t_{ij} = t_{ij} - t_{i(j-1)} \), \( i = 1,2, \ldots, g \), \( j = 1,2, \ldots, m_i \).

The PDF of \( \Delta x_{ij} \) is:

\[ f(\Delta x_{ij}; \eta \Delta t_{ij}, \sigma^2 \Delta t_{ij}) = \frac{1}{\sqrt{2\pi \sigma^2 \Delta t_{ij}}} \exp \left( -\frac{(\Delta x_{ij} - \eta \Delta t_{ij})^2}{2\sigma^2 \Delta t_{ij}} \right). \]

The likelihood function of \( f(\Delta x_{ij}; \eta \Delta t_{ij}, \sigma^2 \Delta t_{ij}) \) is:

\[ L(\eta, \sigma^2) = \prod_{i=1}^{g} \prod_{j=1}^{m_i} f(\Delta x_{ij}; \eta \Delta t_{ij}, \sigma^2 \Delta t_{ij}) = \prod_{i=1}^{g} \prod_{j=1}^{m_i} \frac{1}{\sqrt{2\pi \sigma^2 \Delta t_{ij}}} \exp \left( -\frac{(\Delta x_{ij} - \eta \Delta t_{ij})^2}{2\sigma^2 \Delta t_{ij}} \right). \]
The partial derivative of $L(\eta, \sigma^2)$ is ordered into 0 against $\eta$ and $\sigma^2$ relatively, i.e.:

$$\begin{align*}
\frac{\partial L(\eta, \sigma^2)}{\partial \eta} &= 0, \\
\frac{\partial L(\eta, \sigma^2)}{\partial \sigma^2} &= 0.
\end{align*}$$

(6)

The maximum likelihood estimation of $\eta$ and $\sigma^2$ can be derived by:

$$\hat{\eta} = \frac{\sum_{i=1}^{g} x_{imi}}{\sum_{i=1}^{g} t_{imi}}, \quad \hat{\sigma}^2 = \frac{1}{\sum_{i=1}^{g} m_i} \left( \sum_{i=1}^{g} \sum_{j=1}^{m_i} \frac{(\Delta x_{ij})^2}{\Delta t_{ij}} - \frac{(\sum_{i=1}^{g} x_{imi})^2}{\sum_{i=1}^{g} t_{imi}} \right).$$

(7)

The FHT distribution of Wiener process is the inverse Gaussian (IG) distribution. So if $x(t_i)$ is the degradation quantity of the equipment at time $t_i$, the PDF of RUL are obtained, i.e.:

$$f(t) = \frac{\omega - x(t_i)}{\sqrt{2\pi \hat{\sigma}^2 t}} \exp \left( -\frac{(\omega - x(t_i) - \hat{\eta} t)^2}{2\hat{\sigma}^2 t} \right).$$

(8)

This traditional method is called as the offline MLE-IG method. Note that the offline MLE-IG method cannot realize the model evolution, and the method also neglects the impacts of historical data and monitoring noise on RUL. As a result, the prognostic results of RUL are inaccurate, and the larger prognostic error is inevitable to occur.

### 3.3.2. WSSM

For the construction of WSSM, the Euler discretization is first performed, and the evolution equation of the degradation state can be obtained, i.e.:

$$x_k = x_{k-1} + \eta \tau_k + \sigma B(\tau_k).$$

(9)

Owing to the influences of sensor accuracy and equipment operating conditions, the accurate degradation data cannot be directly measured. So considering the impact of measurement noise, the observation equation can be written as:

$$y_k = x_k + \pi_k,$$

(10)

where $\pi_k \sim N(0, \phi^2)$ and $\phi^2$ is the variance of monitoring noise. $\pi_k$ and $B(\tau_k)$ are assumed to be independent of each other. Eventually, the Wiener state space model is written as:

$$\begin{aligned}
x_k &= x_{k-1} + \eta \tau_k + \sigma B(\tau_k), \\
y_k &= x_k + \pi_k,
\end{aligned}$$

(11)

where $\tau_k = t_k - t_{k-1}$ is the sampling period. Moreover, the function of simulation is introduced from the following three aspects.

1) Providing the distribution of degradation state for RUL prediction. The degradation state is regarded as a hidden state in the WSSM. In other words, the simulation output $x_k$ is a hidden state. Meanwhile, the modeling method of state space can use the data assimilation mechanism, and then can obtain the distribution of degradation state.

2) Improving the RUL prognostic accuracy by considering the effects of monitoring noise and historical data. The observation equation of WSSM includes the monitoring noise which cannot be ignored in the RUL prediction. Furthermore, the parallel simulation method overcomes the
influence of the Markov property by considering the historical data, which improves the RUL prognostic rationality. So, the RUL prognostic accuracy is more consistent with the actual RUL.

3) Improving the RUL prognostic accuracy by simulation model evolution. The drift coefficient $\eta$ and the diffusion coefficient $\sigma$ are the important parameters of WSSM. The accuracy of $\eta$ and $\sigma$ directly affects the probability density distribution of RUL. The parallel simulation method utilizes the Kalman filter and expectation maximization algorithm to adjust the model parameters and model output dynamically. As a result, the simulation results constantly approach the actual degradation state, and the RUL prognostic accuracy is improved.

4. WSSM evolution

4.1. Kalman filter based WSSM output updating

In this paper, the KF algorithm which can obtain the degradation state optimal estimation under the condition of the degradation state follows a linear change and the error follows the Gaussian distribution is used to realize the data assimilation. The essence of KF algorithm is to track the equipment degradation state. Using the KF algorithm to achieve the WSSM output correction mainly includes the prognostic stage and updating stage.

(1) Prognostic stage. The priori estimate $\hat{x}_{k|k-1}$ and the covariance $P_{k|k-1}$ of the degradation state $x_k$ at time $k$ are acquired by utilizing the posteriori estimate $\hat{x}_{k-1|k-1}$ and the covariance $P_{k-1|k-1}$ of the degradation state $x_{k-1}$ at time $k - 1$, that is:

$$\hat{x}_{k|k-1} = \hat{x}_{k-1|k-1} + \eta \tau_k,$$

$$P_{k|k-1} = P_{k-1|k-1} + \sigma^2 \tau_k,$$

where:

$$P_{k-1|k-1} = \text{cov}(x_{k-1}) = E[(x_{k-1} - \hat{x}_{k-1})(x_{k-1} - \hat{x}_{k-1})^T].$$

(12)

(13)

(14)

(2) Updating stage. The posteriori estimate of the degradation state $x_k$ is obtained by utilizing the observation value $y_k$ and priori estimate $\hat{x}_{k|k-1}$ and the covariance $P_{k|k-1}$ at time $k$, that is:

$$\hat{y}_k = y_k - \hat{x}_{k|k-1},$$

$$S_k = P_{k|k-1} + \phi^2,$$

$$K_k = P_{k|k-1}S_k^{-1},$$

$$\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k \hat{y}_k,$$

$$P_{k|k} = (I - K_k)P_{k|k-1},$$

where $\hat{y}_k$ is the new information, $S_k$ is the variance of $\hat{y}_k$, $K_k$ is the Kalman gain, $\hat{x}_{k|k}$ and $P_{k|k}$ are the mean value and variance of $x_k$ at time $k$ respectively. Once the observation value is acquired, the posteriori estimate of the degradation state at time $k + 1$ can be obtained according to the Eqs. (12-19).

4.2. EM algorithm based WSSM parameters evolution

The unknown parameter set in the WSSM is defined as $\theta = \{\eta, \sigma, \phi\}$ which reflects the equipment degradation characteristics. The MLE-IG method uses different individual degradation data from the same type equipment to estimate parameters offline and as a result, the differences between individuals and the random effects of the operating environment are not taken into consideration. So, the prognostic accuracy will be improved if the parameters are estimated online according to the equipment real-time degradation data. The EM algorithm is an iterative algorithm.
which can effectively estimate the parameters of the SSM with a hidden state. The parallel simulation system can use the EM algorithm to perform online estimation of unknown parameters of WSSM in real time. The hidden states and the historical observation data are expressed as $X_k = \{x_1, x_2, \cdots, x_k\}$ and $Y_k = \{y_1, y_2, \cdots, y_k\}$ respectively.

At time $k$, the estimation of $\theta$ at the $l$th iterative step of the EM algorithm, i.e., $\hat{\theta}_k^{(l)}$, can be given by:

$$
\hat{\theta}_k^{(l)} = \arg \max_{\theta} \psi(\theta | \hat{\theta}_k^{(l-1)}) = \arg \max_{\theta} \mathbb{E}_{X_k|Y_k, \hat{\theta}_k^{(l-1)}} \varphi_k(\theta),
$$

(20)

where $\varphi_k(\theta)$ is the joint logarithm likelihood function of $X_k$ and $Y_k$. $\psi(\theta | \hat{\theta}_k^{(l-1)})$ denotes the mathematical expectation of $\varphi_k(\theta)$ conditional on $Y_k$ and $\hat{\theta}_k^{(l-1)}$. Eq. (20) can be divided into E-step and M-step.

### 4.2.1. E-step

The joint logarithm likelihood function of $X_k$ and $Y_k$ is calculated at first. According to WSSM, it can be known that $x_i|x_{i-1} \sim N(x_{i-1} + \eta \tau, \sigma^2 \tau)$ and $y_i|x_i \sim N(x_i, \phi^2)$. $\varphi_k(\theta)$ can be formulated as:

$$
\varphi_k(\theta) = \ln p(X_k, Y_k | \theta),
$$

$$
\varphi_k(\theta) = \ln \left( \prod_{i=1}^{k} p(x_i | x_{i-1}; \theta) \prod_{i=1}^{k} p(y_i | x_i; \theta) \right),
$$

$$
\varphi_k(\theta) = \ln \left( \prod_{i=1}^{k} \frac{1}{\sqrt{2\pi\sigma^2 \tau}} \exp \left(-\frac{(x_i - x_{i-1} - \eta \tau)^2}{2\sigma^2 \tau} \right) \right) \prod_{i=1}^{k} \frac{1}{\sqrt{2\pi\phi^2}} \exp \left(-\frac{(y_i - x_i)^2}{2\phi^2} \right),
$$

(21)

$$
\varphi_k(\theta) = -k \ln (2\pi \sqrt{\tau}) - kl \sigma - kl \phi - \frac{1}{2\phi^2} \sum_{i=1}^{k} (y_i - x_i)^2 - \frac{1}{2\sigma^2 \tau} \sum_{i=1}^{k} (x_i - x_{i-1} - \eta \tau)^2.
$$

Based on the Bayesian theorem and the Markov property and omitting independent parts, $\psi(\theta | \hat{\theta}_k^{(l-1)})$ can be expanded as:

$$
\psi(\theta | \hat{\theta}_k^{(l-1)}) = \int \ln p(X_k, Y_k | \theta)p(X_k, Y_k | \theta)d X_k,
$$

$$
\psi(\theta | \hat{\theta}_k^{(l-1)}) = \mathbb{E}_{X_k|Y_k, \hat{\theta}_k^{(l-1)}} \ln p(X_k, Y_k | \theta),
$$

$$
\psi(\theta | \hat{\theta}_k^{(l-1)}) \propto -\frac{1}{2\sigma^2 \tau} \sum_{i=1}^{k} \mathbb{E}_{x_i|y_i, \hat{\theta}_k^{(l-1)}} ((x_i - x_{i-1} - \eta \tau)^2 | Y_k, \hat{\theta}_k^{(l-1)}) - kl \sigma - kl \phi
$$

$$
- \frac{1}{2\phi^2} \sum_{i=1}^{k} \mathbb{E}_{x_i|y_i, \hat{\theta}_k^{(l-1)}} ((y_i - x_i)^2 | Y_k, \hat{\theta}_k^{(l-1)}),
$$

(22)

$$
\psi(\theta | \hat{\theta}_k^{(l-1)}) \propto -\frac{1}{2\sigma^2 \tau} \sum_{i=1}^{k} (y_{1,i} - 2\eta \tau y_{2,i} + (\eta \tau)^2) - kl \sigma - kl \phi
$$

$$
- \frac{1}{2\phi^2} \sum_{i=1}^{k} (y_{i}^2 + P_{i|k} + \hat{x}_{i|k}^2 - 2y_{i} \hat{x}_{i|k}).
$$

where $Y_{1,i} = P_{i|k} + \hat{x}_{i|k}^2 + P_{i-1|k} + \hat{x}_{i-1|k}^2 - 2P_{i,i-1|k} - 2\hat{x}_{i|k} \hat{x}_{i-1|k}$ and $Y_{2,i} = \hat{x}_{i|k} - \hat{x}_{i-1|k}$.
In order to calculate the Eq. (22), it is required to calculate:

\[
\hat{x}_{i|k} = E(x_i|Y_k, \tilde{\theta}_k^{(l-1)}), \quad P_{i|k} = E(x_i^2|Y_k, \tilde{\theta}_k^{(l-1)}) - \hat{x}_{i|k}^2,
\]

\[
P_{i,t-1|k} = \text{cov}(x_t, x_{t-1}|Y_k, \tilde{\theta}_k^{(l-1)}) = E(x_t, x_{t-1}|Y_k, \tilde{\theta}_k^{(l-1)}) - \hat{x}_{i|k}\hat{x}_{t-1|k}.
\]

The unknown quantities are \(\hat{x}_{i|k}, \hat{x}_{i-1|k}, P_{i|k}, P_{t-1|k}\) and \(P_{i,t-1|k}\). In this paper, the above unknown quantities are calculated by the Rauch-Tung-Striebel (RTS) smoothing algorithm. The RTS smoothing algorithm takes the optimal filtering information from the KF algorithm as the filtering initial value and performs smoothing according to time in the reverse order. It belongs to the fixed interval optimal smoothing and is a backward filter in essence.

According to the RTS smoothing algorithm, the smoothing gain \(C_t\) is:

\[
C_t = P_{i|i+1|t}^{-1}.
\]  

(23)

The smoothing state vector \(\hat{x}_{i|k}\) is:

\[
\hat{x}_{i|k} = E(x_i|Y_k, \tilde{\theta}_k^{(l-1)}) = \hat{x}_{i|i} + C_t(\hat{x}_{i+1|k} - \hat{x}_{i+1|i}).
\]  

(24)

The covariance matrixes of the smoothing state vector \(P_{i|k}, P_{t-1|k}\) and \(P_{i,t-1|k}\) are:

\[
P_{i|k} = E(x_i^2|Y_k, \tilde{\theta}_k^{(l-1)}) - \hat{x}_{i|k}^2 = P_{i|i} + C_t(P_{i+1|i} - P_{i+1|t})C_t^T,
\]  

(25)

\[
P_{k-1|k} = (I - K_k)P_{k-1|k-1},
\]  

(26)

\[
P_{i,t-1|k} = P_{i|i}C_{t-1}^T + C_t(P_{i+1,i|k} - P_{i|i})C_{t-1}^T.
\]  

(27)

4.2.2. M-step

According to the Eq. (22), the unknown parameter set \(\theta = \{\eta, \sigma, \phi\}\) at the \(l\)th iterative step can be estimated by conducting the partial derivation against each unknown parameter of \(\theta\) respectively, i.e.:

\[
\begin{align*}
\frac{\partial \psi(\theta|\tilde{\theta}_k^{(l-1)})}{\partial \eta} &= 0, \\
\frac{\partial \psi(\theta|\tilde{\theta}_k^{(l-1)})}{\partial \sigma^2} &= 0, \\
\frac{\partial \psi(\theta|\tilde{\theta}_k^{(l-1)})}{\partial \phi^2} &= 0.
\end{align*}
\]  

(28)

The unknown parameters at the \(l\)th iterative step are given as:

\[
\hat{\eta} = \frac{1}{k\tau} \sum_{i=1}^{k} Y_{2,i},
\]

\[
\hat{\sigma}^2 = \frac{1}{k\tau} \sum_{i=1}^{k} (Y_{1,i} - 2\eta \tau Y_{2,i} + (\eta \tau)^2),
\]  

(29)

\[
\hat{\phi}^2 = \frac{1}{k} \sum_{i=1}^{k} (y_i^2 + P_{i|k} + \tilde{x}_{i|k}^2 - 2y_i\tilde{x}_{i|k}).
\]
So far, the online parameters estimation of the $l$th iterative step are obtained, i.e., $\hat{\theta}^{(l-1)}_{k} \rightarrow \hat{\theta}^{(l)}_{k}$. Subsequently, these parameters are put into the KF algorithm and RTS smoothing algorithm to update the estimated states and the EM algorithm is repeated until the unknown parameter set converges to a stationary point, i.e., $|\psi (\hat{\theta}^{(l)}_{k} |\theta^{(l-1)}_{k}, Y_{k}) - \psi (\hat{\theta}^{(l-1)}_{k} |\theta^{(l-1)}_{k}, Y_{k})| < \varepsilon_{1}$ or $|\hat{\theta}^{(l)}_{k} - \hat{\theta}^{(l-1)}_{k}| < \varepsilon_{2}$ ($\varepsilon_{1}$ and $\varepsilon_{2}$ are the micro positive values).

5. Adaptive prediction for equipment RUL

According to Eq. (2), RUL in this paper is defined as the time interval from the current time to the time when the degradation process $x(t)$ first hits the failure threshold $\omega$. In order to predict the RUL probability density function in real time, the derivation of the RUL calculation at time $k$ is the following. According to the Wiener process, it is known that the RUL probability density function of WSSM conditional on $x_{k}$ and $Y_{k}$ follows the IG distribution, i.e.:

$$
(T_{k}|x_{k}, \Theta, Y_{k}) \sim IG\left(\frac{\omega - x_{k}}{\eta}, \frac{(\omega - x_{k})^{2}}{\sigma^{2}}\right),
$$

(30)

where $T_{k}$ denotes the equipment RUL at time $k$ and the mean value of $T_{k}$ is $E(T_{k}|x_{k}, \Theta, Y_{k}) = (\omega - x_{k})/\eta_{k}$. The PDF of $T_{k}$ is given by:

$$
f(T_{k}|x_{k}, \Theta, Y_{k}) = \sqrt{\frac{(\omega - x_{k})^{2}}{2\pi T_{k}^{3}\sigma^{2}}} \exp\left(-\frac{(\omega - \eta T_{k} - x_{k})^{2}}{2\sigma^{2}T_{k}}\right).
$$

(31)

In Eq. (31), the mean value of posteriori estimation for degradation state obtained by the parallel simulation system is only taken into account without considering the degraded state distribution.

According to the linear optimal estimation of Kalman filter and Eq. (11), it is easy to know that $x_{k}$ follows the normal distribution, i.e., $x_{k} \sim N(\hat{x}_{k}|k, \text{P}_{k|k})$, where $\hat{x}_{k|k} = E(x_{k}|Y_{k})$ and $\text{P}_{k|k} = \text{var}(x_{k}|Y_{k})$. In order to obtain the analytical expression of the RUL probability density function, Lemma 1 is given [27].

**Lemma 1.** If $\Omega \sim N(\gamma, \xi^{2})$ and $A$, $B$ and $C$ are fully constant, then the following holds:

$$
E_{\Omega}(A - \Omega)\exp\left(-\frac{(B - \Omega)^{2}}{2C}\right) = \sqrt{\frac{C}{\xi^{2} + C}} \left(A - \frac{\xi^{2}B + \gamma C}{\xi^{2} + C}\right) \exp\left(-\frac{(B - \gamma)^{2}}{2(\xi^{2} + C)}\right).
$$

(32)

The proof of Lemma 1 is given in Appendix A1.

**Theorem 1.** According to the full probability theorem, the degraded state distributions estimated by the parallel simulation system are integrated into Eq. (31) and the RUL distribution at time $k$ can be calculated by:

$$
f(T_{k}|\Theta, Y_{k}) = \int_{-\infty}^{+\infty} f(T_{k}|x_{k}, \Theta, Y_{k})p(x_{k}|Y_{k})dx_{k},
$$

$$
f(T_{k}|\Theta, Y_{k}) = \frac{1}{\sqrt{2\pi T_{k}^{2}(\text{P}_{k|k} + \hat{\sigma}^{2}T_{k})}} \left(\frac{\omega - \hat{\eta}T_{k} + \hat{x}_{k|k}\hat{\sigma}^{2}T_{k}}{\text{P}_{k|k} + \hat{\sigma}^{2}T_{k}}\right)
\cdot \exp\left(-\frac{(\omega - \hat{\eta}T_{k} - \hat{x}_{k|k})^{2}}{2(\text{P}_{k|k} + \hat{\sigma}^{2}T_{k})}\right).
$$

(33)
The proof of Theorem 1 is given in Appendix A2.

Considering the property of mathematical expectation and Eq. (31), the RUL expected value can be formulated as follows:

\[
\mathbb{E}(T_{\text{RUL}}|\theta, Y_{\text{RUL}}) = \mathbb{E}_{x_k|\theta, Y_k}[\mathbb{E}(T_{\text{RUL}}|x_k, \theta, Y_k)],
\]

\[
\mathbb{E}(T_{\text{RUL}}|\theta, Y_{\text{RUL}}) = \mathbb{E}_{x_k|\theta, Y_k}[\omega - \hat{x}_k|k],
\]

\[
\mathbb{E}(T_{\text{RUL}}|\theta, Y_{\text{RUL}}) = \frac{\omega - \hat{x}_k|k}{\eta_k}.
\]

(34)

According to the Eq. (34), the parallel simulation system can adaptively calculate the probability density function and expected value of the remaining useful life in real time, supporting the maintenance decision-making.

6. Case study

In order to verify the feasibility and effectiveness of the parallel simulation method, especially to verify the WSSM evolution algorithm and RUL adaptive prognostic method, the numerical simulation experiment is utilized based on the degradation data of GaAs laser device.

6.1. GaAs laser device degradation data

This paper is intended to use a dataset of GaAs laser device provided by literature [17, 28] to verify the parallel simulation method. The dataset is obtained by a degradation test, and 15 units are tested at 80 °C. The percentage of laser operating current is considered as a degradation feature. The measurement interval is 250 h, and the last monitoring time is 4000 h. The degradation trajectories of 15 units are shown in Fig. 3. According to Fig. 3, the degradation trajectories have obvious linear characteristics and are suitable for the verification of this method. Without losing generality, the degradation data of 1# GaAs laser is used to verify the parallel simulation method. The laser is announced to be failed if the percentage of its operating current exceeds the predefined threshold level of 10 %, i.e., \( \omega = 10 \).

6.2. WSSM dynamic evolution and RUL adaptive prognostic

Specifically, the initial WSSM parameters are set as \( x_0 = 0, \eta = 0.02, \sigma = 0.01 \) and \( \phi = 0.02 \). Fig. 4 illustrates the comparison between the simulated degradation state and the actual observed degradation state, and the simulation results imply that the parallel simulation based method can simulate the laser degradation process effectively.
In order to quantify the degradation state comparison results, the mean square error (MSE) between the simulated degradation state and the actual observed degradation state is calculated by:

\[
MSE = \frac{1}{m} \sum_{k=1}^{m} \left( \frac{y_k - \hat{x}_{k|k}}{y_k} \right)^2,
\]

where \( m \) denotes the number of monitoring points. The MSE is only 0.066 to demonstrate fully that the parallel simulation method can simulate the laser degradation process effectively. Correspondingly, with the dynamic injection of laser performance degradation data, the parallel simulation system uses the KF algorithm and EM algorithm to execute the online evolution of \( \theta \).

The online parameter evolution results are shown in Fig. 5.

Fig. 5. Online evolution of unknown parameters for WSSM

It can be easily seen that the model parameters can converge rapidly with the accumulation of observed degradation data. Fig. 5 shows that the estimated results for each parameter continually approximate the true parameter value as the available degradation data increases. The true values of \( \eta \), \( \sigma \) and \( \phi \) are near 0.62, 0.27 and 0.017 respectively. The main reason for this is that the estimated results for each parameter can be real-time updated based on the newly observed degradation data as a result of the WSSM evolution mechanism. Furthermore, it shows that the KF-EM algorithm has good performance on the convergence speed in that the parameters evolution of each iteration for the KF-EM algorithm has an analytical expression. In other words, each iteration of KF-EM algorithm can be conducted with one single calculation, which results in a particularly fast and simple evolution procedure. The result reveals that the parameters evolution process of WSSM can achieve a fast convergence as the obtained degradation data increases. At each monitoring point, once the parameters in the model are evolved online, the corresponding RUL and its PDF can be calculated in real time by Eqs. (33-34). Fig. 6 shows the PDF curves predicted at 15 different monitoring time points from 250 h to 3750 h.

As shown in Fig. 6, the actual RUL falls within the range of the estimated PDF of the RUL at each monitoring point and the prognostic RUL approximates the actual RUL. Further, the
estimated PDF of the RUL becomes sharper and narrower as the laser performance degradation data is accumulated. This implies that the WSSM parameters are more and more accurate, and the uncertainty of the estimated RUL is reduced. To sum up, the online, real-time and self-adaptive RUL prognosis of the GaAs laser is realized to support maintenance decision-making, and then the risk of equipment failure is reduced, and also the efficiency of maintenance support is improved.

Fig. 6. PDF of RUL at different time point

6.3. Comparative study

The MLE-IG method is used to estimate the drift coefficient and the diffusion coefficient offline by utilizing the degradation data of 2#-15# GaAs laser and gives \( \hat{\eta} = 0.4968 \) and \( \hat{\sigma} = 0.1941 \). Fig. 7 compares the estimated RUL distributions from the offline MLE-IG method with the parallel simulation method at different monitoring time points. The results show that the actual RULs of two methods fall within the range of the estimated RUL distributions at each monitoring point. However, it is observed from Fig. 7 that the PDFs of the estimated RULs for the offline MLE-IG method are typically more dispersed to reflect a stronger uncertainty. Note that the offline MLE-IG method uses the historical data to estimate the drift coefficient and diffusion coefficient and once the estimation is completed, the parameters change no longer. This results in that the effects of individual differences cannot be considered, and the model parameters cannot be evolved by utilizing the real-time monitoring data. The parallel simulation method not only overcomes the effects of Markov property and considers the influence of monitoring noise and drives the WSSM evolution driven by the real-time degradation data. As a result, the comparative results show that the parallel simulation method can effectively reduce the uncertainty of RUL prediction and improve the accuracy of RUL prediction. This further demonstrates that the proposed parallel simulation approach can estimate the RUL with lesser uncertainty and higher accuracy.

The mathematical expectation of RUL for the offline MLE-IG method at time \( k \) is \( E(T_k) = (w - y_k)/\hat{\eta} \). From the qualitative aspect, the predicted RUL of offline MLE-IG method is much higher than the actual RUL because the latest degradation data cannot be utilized to evolve model parameters. This means that the lacking maintenance will occur and it will easily lead to an equipment breakdown, resulting in unnecessary costs or even major accidents. On the contrary, the difference between the prognostic RUL of the parallel simulation method and the actual RUL is quite little owing to the WSSM evolution.

In order to further quantify the comparison results, a loss function is employed to enable a direct comparison of the distributions for the RUL estimation between two methods. The loss function is the mean square error (MSE) about the actual RUL obtained at each monitoring point, defined as:

\[
E(T_k) = (w - y_k)/\hat{\eta}
\]
\[ MSE_k = E[(T_k - \tilde{T}_k)^2] = \int_0^\infty (T_k - \tilde{T}_k)^2 f(T_k|\theta, Y_k) dT_k. \]  

(36)

where \( \tilde{T}_k \) is the actual RUL obtained at time \( k \) and \( f(T_k|\theta, Y_k) \) is the estimated PDF of the RUL. Furthermore, the total mean square error (TMSE) is defined as the sum of MSE for all monitoring points, i.e.:

\[ TMSE = \sum_{k=1}^m E[(T_k - \tilde{T}_k)^2] = \sum_{k=1}^m \int_0^\infty (T_k - \tilde{T}_k)^2 f(T_k|\theta, Y_k) dT_k. \]  

(37)

Evidently, the smaller TMSE represents the more accurate prediction results of the RUL. The TMSE of the MLE-IG method and the parallel simulation method at different monitoring time points are 1.3399×10^9 and 1.4004×10^8 respectively. The results show that the accuracy of RUL prediction based on the parallel simulation is much higher than that of the MLE-IG method, implying the effectiveness of the parallel simulation method.

Fig. 7. Comparison between two methods

7. Conclusions

Aiming at the problem of adaptive prediction for equipment RUL, the parallel simulation technology is introduced into the field of equipment maintenance support and the framework of parallel simulation based adaptive prediction for equipment RUL is proposed which is validated by the degradation data of GaAs laser. The case study results show that the parallel simulation method can evolve the simulation model by utilizing the real-time degradation data, i.e., the model parameters are updated, and the model output is corrected. As a result, the prognostic accuracy is improved, and the online, real-time and adaptive RUL predictions are realized. The further study includes:

1) Parallel simulation based adaptive RUL prediction for nonlinear degradation equipment. The parallel simulation method in this paper is suitable for simulating the linear performance degradation process of equipment, and the prediction accuracy will be reduced obviously when the degradation process is strong nonlinear. So, the parallel simulation based adaptive RUL prediction for nonlinear degradation equipment should be studied.

2) Model adaptive selection technology for parallel simulation. Due to the effects of the complex environmental factors, the performance degradation process has a strong uncertainty which presents the characteristic of multi-stage degradation. As a result, it is required to select the appropriate simulation model adaptively by using the real-time degradation data.
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Appendix

A1. Proof of Lemma 1

If $\Omega \sim N(\gamma, \xi^2)$, then we have:

$$ E_\Omega \left( (A - \Omega) \exp \left( -\frac{(B - \Omega)^2}{2C} \right) \right) = A I_1 - I_2, $$

where $I_1 = E_\Omega \left( \exp \left( -\frac{(B - \Omega)^2}{2C} \right) \right)$ and $I_2 = E_\Omega \left( \Omega \exp \left( -\frac{(B - \Omega)^2}{2C} \right) \right)$.

Thus, we can derive $I_1$ as follows:

$$ I_1 = \frac{1}{\sqrt{2\pi\xi^2}} \int_{-\infty}^{+\infty} \exp \left( -\frac{(B - \Omega)^2}{2C} \right) \exp \left( -\frac{(\Omega - \gamma)^2}{2\xi^2} \right) d\Omega, $$

$$ I_1 = \frac{\sqrt{\Psi}}{2\xi^2} \exp \left( -\frac{\xi^2 B^2 + C\gamma^2}{2\xi^2 C} \right) \exp \left( \frac{v^2}{\Psi} \right), $$

$$ I_1 = \frac{C}{\xi^2 + C} \exp \left( -\frac{(B - \gamma)^2}{2(\xi^2 + C)} \right), $$

where $v = \frac{\xi^2 B + C\gamma}{\xi^2 + C}$ and $\Psi = \frac{2\xi^2 C}{\xi^2 + C}$.

Similarly, $I_2$ can be formulated as follows:

$$ I_2 = \frac{1}{\sqrt{2\pi\xi^2}} \int_{-\infty}^{+\infty} \Omega \exp \left( -\frac{(B - \Omega)^2}{2C} \right) \exp \left( -\frac{(\Omega - \gamma)^2}{2\xi^2} \right) d\Omega, $$

$$ I_2 = \frac{v\sqrt{\Psi}}{\sqrt{2\xi^2}} \exp \left( -\frac{\xi^2 B^2 + C\gamma^2}{2\xi^2 C} \right) \exp \left( \frac{v^2}{\Psi} \right), $$

$$ I_2 = v \frac{C}{\xi^2 + C} \exp \left( -\frac{(B - \gamma)^2}{2(\xi^2 + C)} \right), $$

$$ I_2 = v I_1. $$

Finally, we can obtain:
This completes the proof.

A2. Proof of Theorem 1

Due to $x_k$ follows the normal distribution, i.e., $x_k \sim N(\hat{x}_{k|k}, P_{k|k})$, the Lemma 1 can be used. According to Lemma 1, let $A = \omega, B = \omega - \hat{\eta} T_k$ and $C = \hat{\sigma}^2 T_k$, the mathematical expectation of Eq. (31) can be calculated, i.e.:

$$f(T_k|\theta, Y_k) = E_{x_k} f(T_k|x_k, \theta, Y_k),$$

and then we obtain Eq. (33). This completes the proof of Theorem 1.
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