Generalized dependency maps based on fractional lower order covariance in application to local damage detection
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Abstract. A novel procedure for the detection of the local damage in its early stage is proposed. The introduced methodology combines time-frequency decomposition via short time Fourier transform (STFT), α-stable distribution modeling of the time series and application of appropriate measures of dependency towards time series. In contrast to classical methods, time series extracted from the time-frequency decomposition are treated as sample from the α-stable distribution. Reason towards it is ability to model sub-signals from both informative and non-informative frequency bands with one type of the distribution. This approach provides a novel course to analyze signals with new methods, being generalization of classical ones. As a result of such approach, we obtain new time-frequency representation based on the classical via time-frequency decomposition with more visible informative frequency bands and lack of the undesirable effects of accidental impacts while acquiring signal. The presented methodology was applied to real data from the two-stage heavy duty gearbox used in mining industry.
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1. Introduction

Local damage detection in vibration signal acquired from the heavy duty industrial machines is often a challenging problem. Such signal is often contaminated with noise resulting in low signal-to-noise ratio. Early stage local damage detection is important from both economical and practical point of view [1]. From economical point of view, it provides a way for relatively easy cost reduction. Scheduled investigations of machines are replaced with those based on the analysis of the algorithms output. From practical point of view, it allows for longer worktime of the components and reduced amount of parts replacements. Many researchers provide different approaches for the local damage detection. It can be denoted that those approaches prove to be effective using both novel procedures and modifications of already existing ones. One of the most known procedures for the selection of informative frequency band (IFB) in which information about the fault is placed, is kurtogram [2]. It provides a method for quick and precise IFB selection. Its extensions known as infogram [3], protugram [4] and sparsogram [5, 6] further develop ways to easily detect damage. One of the most interesting works in the field concerning IFB selection was performed using stochastic modeling of the sub-signals extracted from the time-frequency decomposition via STFT [7]. It proved to be as effective as methods based on the statistics and dyadic grids. However, alternative approach has emerged in the past years. It was proposed to model signals with impulsive behavior with heavy-tailed distribution, namely α-stable one [8, 9]. It can be seen in the literature that ratio of works incorporating such approach is constantly growing. Most notable contributions towards local damage detection proved to be as effective as classical methods and more insensitive towards problems classical methods were coping with [10, 11]. In this paper we propose method based on time-frequency decomposition via short time Fourier transform which will allow us for modeling of sub-signals from narrow frequency bins. Further, each sub-signal is modeled with α-stable distribution as it can easily model time series...
from informative (impulsive behavior) and non-informative (non-impulsive) frequency bands. Having such model, one can denote that stability parameter for each sub-signal differs due to the behavior of time series. In IFB stability parameter will be significantly lower in comparison to the non-informative frequency band. Furthermore, on each sub-signal fractional lower order covariance is performed for increasing number of lags. In the last step, vectors of dependency based on the fractional lower order covariance are combined to form new time-frequency representation allowing one for easier IFB selection and local damage detection.

The paper is organized as follows. First section covers introduction and state of the art concerning application of the modeling of sub-signals from the STFT decomposition with heavy-tailed models. Second section contains methodology needed for the algorithm to be reproducible. In the third section one can find results of application of the algorithm towards vibration signal from the two-stage gearbox working in the heavy duty mining environment. Last section contains conclusions.

2. Methodology

In this section we present definitions concerning novel procedure of dependency maps.

In the first step one needs to perform time-frequency decomposition. In our case, we used short time Fourier transform due to its well-known properties and ease in application towards vibration signal. We define short time Fourier transform as [12]:

$$STFT(t, f) = \sum_{k=0}^{N-1} x_k w(t - \tau) e^{2j\pi f_k/N},$$  \hspace{1cm} (1)

where $w(t - \tau)$ is the shifted window and $x_k$ is the input signal ($k = 0, 1, 2,..., N-1$). Each sub-signal corresponding to appropriate frequencies can be treated as a time series, namely $S(f) = S_1(f), ..., S_n(f) = |STFT(:, f)|$. Such decomposition allows one for detection of energy change through time in the certain frequency band. It is commonly known that vibration signal of the damaged component will possess impulsive behavior in the certain frequency bands. Such impulsive behavior is usually modeled with heavy-tailed distributions. One of the most known and frequently used is a generalization of Gaussian distribution, namely $\alpha$-stable distribution. Random variable $X$ has $\alpha$-stable distribution if it has following characteristic function [13]:

$$E e^{itx} = \begin{cases} \exp\left(-\sigma |t|^{\alpha} \left(1 - \beta \text{sgn}(t) \tan \left(\frac{\pi \alpha}{2}\right)\right) + i\mu t\right), & \alpha \neq 1, \\ \exp\left(-\sigma |t| \left(1 + i\beta \text{sgn}(t) \frac{2}{\pi} + i\mu t\right)\right), & \alpha = 1. \end{cases}$$  \hspace{1cm} (2)

Here we shortly describe parameters from above equation.

- $\alpha$ is stability parameter that belongs to $(0, 2]$ interval and controls how heavy tails are. Heavy tail means extreme values will occur more often. If the $\alpha$ is low, tails are heavier and more impulsive will be the random variable realizations.
- $\sigma$ is the scale/dispersion parameter and is a positive number. It determines how much the distribution is spreaded around location parameter. When $\alpha = 2$ it is equal to half the variance.
- $\mu$ is the location parameter and corresponds to the mean for $\alpha$ from interval $(1, 2]$ and to the median for $\alpha$ from interval $(0, 1]$.
- $\beta$ is the index of symmetry and belongs to the interval $[-1, 1]$, with distribution being symmetric for $\beta = 0$.

In the next step we will use fractional lower order covariance as a measure of dependency for given frequency bin. Using approach of measuring dependency for given vector of lags one
obtains vector of dependency. Combining such vectors for all frequency bins one obtains matrix of new time-frequency decomposition.

Gaussian distribution has well understood asymptotic tail properties. Namely they decay according to the exponential function, while $\alpha$-stable distribution has tails decaying according to the power law, meaning distribution has heavy tails. Its properties are well-known and it reduces to the Gaussian distribution for certain value of the $\alpha$ ($\alpha = 2$) stability parameter. In addition, moments higher than second are infinite for every value of the stability parameter. Second moment is finite only for the case when value of the $\alpha$ stability parameter is equal to 2. It results in the nonexistence of the theoretical dependency measures. In the literature one can find alternative measures which do not use second moments, such as codifference and covariation. Most popular is covariation [14]. However, it is only defined for $\alpha$ stability parameter being in [1, 2) range. In the last years rising trend for application of the fractional analysis has emerged. In this paper we will present application of one of the most promising measures.

Given process $X(t)$ based on the $\alpha$-stable distribution, we apply to it fractional lower order covariance (FLOC) which is defined as [16]:

$$R_{XX}(\tau) = E\left[(X(t))^<\alpha>(X(t-\tau))^<\beta>\right], \quad 0 \leq A, \quad B < \frac{\alpha}{2},$$

where $\alpha$ is stability parameter of the $\alpha$-stable distribution and $<\cdot>$ denotes operation as follows:

$$z^{<\alpha>} = |z|^\alpha \text{sgn}(z).$$

For realizations $x(1), x(2), \ldots, x(N)$ of the process $X(t)$ there is:

$$R_{xx}(m) = E\left[(x(n))^<\alpha>(x(n-m))^<\beta>\right], \quad 0 \leq A, \quad B < \frac{\alpha}{2},$$

which can be rewritten into easier form:

$$R_{xx}(m) = \frac{\sum_{n=L_1+1}^{L_2}|x(n)|^\alpha|x(n+m)|^\beta \text{sgn}[x(n)x(n+m)]}{L_2 - L_1},$$

where $L_2$ is $\min(N,N-m)$, $N$ is equal to signal length and $L_1$ is $\max(0,-m)$.

New time-frequency representation called FLOC dependency map is described in this paragraph. Let us assume that each sub-signal represents individual time series from certain frequency bin. Furthermore, one would like to know if there exists dependency at certain lag. One calculates FLOC for given number of lags for each sub-signal. Combining vectors of FLOCs normalized by its maxima into a matrix, creates new time-frequency representation. Normalization of each vector is required due to high energy in certain frequency bands. In Fig. 1 we present flowchart of the procedure with parameters $A$ and $B$ in Eq. (6) chosen to be 99% of the maximum limit ($\alpha/2$).

3. Real data analysis

In this section we will provide analysis of application of proposed method towards real data acquired from the system working in heavy industry environment. Gearbox comes from driving system used in belt conveyor, very popular technology, commonly used in mining industry for ore transportation. Measurements have been performed using commercial system. Parameters of data acquisition depend on the investigated object. In this case, they are as follows: duration 2.5 s, sampling frequency 16384 Hz, and the expected faults frequencies are 4.1 Hz and 16.5 Hz.
In Fig. 2 we present time waveform of the investigated vibration signal from the gearbox and its envelope spectrum. It can be seen that in the time domain there exists regular pattern of impulsive behavior. Moreover, in the right panel one can see fundamental frequency of the fault equal to 4.1 Hz and its few harmonics. However, second fault with frequency equal to 16.5 Hz is not visible in time or frequency domain. Following the steps of the procedure we perform STFT of the signal. In Fig. 3(a) one can see spectrogram of the signal. It can be seen that there exists few different areas in this representation. First, high energy area (marked with red color) is present in the low frequencies below 1.5 kHz. One cannot distinguish any particular behavior in this area. Second area is known as informative frequency band, around 2.5-3.5 kHz (area A) and 4-5 kHz (area B). In this area one can see impulsive behavior of the second fault (with frequency of the impulses equal to 16.5 Hz). Therefore, it is logical to model sub-signal from this area with the α-stable distribution. Other areas do not possess impulsive behavior however one can use the α-stable distribution as a generalization of the Gaussian distribution to model this sub-signal also. In the high frequencies one can see singular impulse related to the accidental impact on the case of the gearbox during signal acquisition. It is placed around 0.2 s of the signal duration.

In the next step of the procedure one extracts sub-signals from the time-frequency decomposition. For each sub-signal α-stable distribution is fitted by regression method [15]. It is
done to adjust parameters $A$ and $B$ in Eq. (6) which will be set to be $0.99\alpha/2$. Such choice of the parameters $A$ and $B$ is motivated by the fact that both must be lower than $\alpha/2$ and these values provide best results in this case. Moreover, it is done in such way to minimize number of parameters needed to be set manually and to avoid situation when one of the parameters would exceed value of $\alpha$. Moreover, we set number of lags to be equal to half the length of the sub-signal. Each vector of FLOC dependency measure is normalized by its maximum because of varying energy in different frequency bins. Combined map of normalized vectors is presented in Fig. 3(b).

It can be seen that new time-frequency representation presents new significant information in the signal analysis. One can clearly see IFBs from Fig. 3, right panel in which we have information about the fault with frequency 16.5 Hz. Moreover, one can denote that there is present additional information in the low frequency band, where previously was non-informative area. In this section one can see information about fault frequency equal to 4.1 Hz.
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**Fig. 3.** a) Spectrogram of the signal and b) normalized FLOC map

4. **Conclusions**

In the paper a novel procedure for enhancement of the time-frequency representation was presented. Method is based on the fact that impulsive signal can be modeled with heavy-tailed distribution, namely $\alpha$-stable distribution. It should be mentioned, such distribution allows for modeling of signals from both informative and non-informative frequency band. However, other methods for measuring dependency are required. In this procedure we used fractional lower order covariance method. It provides accurate results with high precision and average computation cost. Additionally, in comparison to spectrogram, visibility of IFBs is significantly improved. Further development of this method and modifications can result in precise algorithm allowing for separation of the components responsible for each fault.
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