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Abstract. Given the nonlinear and nonstationary characteristics of wind power generator vibration signals, the empirical wavelet transform (EWT)-based method is proposed to analyze the vibration signal characteristics and to diagnose faults. The adaptive Fourier spectrum segmentation of EWT is analyzed, and an appropriate wavelet filter is constructed to extract different AM-FM mode functions. The Hilbert transform is conducted, and the signal modal component energy is normalized to obtain vibration feature quantities. A probabilistic neural network (PNN) is used to perform the classification and diagnosis of wind power generator vibration faults. The experiments are constructed based on simulation signals and vibration signals before the proposed method and Hilbert-Huang transform (HHT) are used to perform mode decomposition and to analyze the time-frequency energy spectrum. The experimental results showed that the obtained resolution modes by EWT are within the corresponding time domain signal characteristics. The number of mode decomposition layers is less than that of empirical mode decomposition. No characteristics of false modal are observed. The time-frequency energy spectrum diagram can better reflect the characteristics of original vibration signal than the spectrum based on HHT. The PNN-based vibration fault judgment can achieve an accuracy rate of 90 % with limited training samples.
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1. Introduction

As a green renewable energy, wind energy has been developed and used by more countries. Wind power is also expected to dominate energy structure adjustment in the future. Therefore, wind power equipment rapidly developed. The normal operation of wind power generators can directly affect the safety and economic benefits of power grids. Therefore, technologies for power generator condition monitoring and for fault diagnosis urgently need to be developed [1, 2]. Wind power generator vibration monitoring is a method for evaluating the condition of power generator and as well as the early detection and tracking of wind power generator failure [3-6].

With the development of digital signal processing, time-frequency analysis methods have made remarkable achievements. Wigner-Ville distribution solves the existing problems of short-time Fourier transform to some extent; this approach has high-frequency resolution, energy concentration, and other characteristics, thereby making it suitable for nonstationary signal processing and analysis. However, the Wigner-Ville distribution has cross terms and other problems in multi-component signal [7, 8]. Wavelet analysis has multi-resolution features and the ability to characterize local signal characteristics, but it has several problems in basis function selection, sensitive parameters, and the failure of accurately describing the frequency with time conversion; when analyzing fault information, aliasing phenomenon and difficulty in judging singularities may occur [9-11]. Blind source separation can restore source signals by observing the signal output recognition system, with good effects in extracting the characteristics of weak signal sources; this approach has good de-noising effects, but the theory and algorithm have the
shortcomings of nonlinear mixtures and the changing number of signal sources [12-14].

Given the nonlinear nonstationary signals, Huang proposed the Hilbert-Huang transform (HHT), which first performed adaptive empirical mode decomposition (EMD) of signals followed by Hilbert transform to obtain Hilbert spectrum and time–frequency energy spectrum, as well as analyzed the signal frequency localization [15]. However, the EMD method may produce modal aliasing and envelope fitting error for some signal decomposition results, thereby causing new problems for the analysis and interpretation of some signals [16, 17]. Gilles combined the advantages of adaptive empirical mode decomposition and wavelet analysis theory to propose the empirical wavelet transform (EWT), which is a major breakthrough in nonstationary signal processing [18]. The core idea of EWT is to perform adaptive segmentation based on the Fourier spectrum characteristics of signals, to construct proper wavelet filters for extracting different AM-FM components, to conduct Hilbert transform of AM–FM decomposition mode, and to obtain the instantaneous frequency and amplitude. EWT adaptive mode decomposition is superior to EMD because it has smaller calculation volume than the EMD method, avoids modal aliasing, and has strong robustness.

Some researchers used EWT as a novel signal processing analysis tool and applied it to research on nonstationary signals, with good results [19-21]. The wind power generator vibration signal is a typical nonlinear and nonstationary signal because EWT can achieve adaptive decomposition of the nonstationary signal and have higher time–frequency resolution. Therefore, this paper proposes that EWT should be used to conduct exploratory feature analysis of wind power generator vibration signals and to diagnose wind power generator vibration fault based on a probabilistic neural network (PNN), thereby providing a new method for the monitoring and analysis of wind power generator safety production and fault diagnosis based on vibration signals.

2. EWT-based on vibration signal analysis

2.1. EWT method

The essence of EMD is to decompose the original signal \( f(t) \) into \( N \) intrinsic mode function (IMF) components \( c_i(t) \) and the sum of the remainder \( r_n(t) \), as shown in Eq. (1):

\[
f(t) = \sum_{i=1}^{N} c_i(t) + r_n(t). \tag{1}
\]

The decomposition method has a screening iteration termination condition, end effects, modal aliasing, and other problems. To overcome its shortcomings, Gilles combined wavelet analysis based on EMD method and presented EWT. This approach decomposes the original signal \( f(t) \) into the \( N + 1 \) mode function \( f_i(t) \), that is:

\[
f(t) = \sum_{i=0}^{N} f_i(t). \tag{2}
\]

The \( f_i(t) \) in Eq. (2) is defined as an AM-FM signal, as shown in Eq. (3):

\[
f_i(t) = F_i(t)\cos(\phi_i(t)). \tag{3}
\]

In Eq. (3), \( F_i(t) > 0 \) and \( \phi_i'(t) > 0 \) by assuming that the changes in \( F_i \) and \( \phi_i \) are much slower than those in \( \phi_i(t) \). This method is based on wavelet analysis. The method conducts adaptive segments according to the signal’s Fourier spectral characteristics and establishes a suitable wavelet filter to extract different AM-FM components. By assuming that the Fourier support \([0, \pi]\) is divided into \( N \) consecutive sections \( \Lambda_n \); \( \omega_n \) is defined as the boundary of successive
sections, and the midpoint between the two maxima adjacent to the signal Fourier spectrum is taken and expressed as Eq. (4):

\[
\Lambda_n = [\omega_{n-1}, \omega_n], \quad n = 1, 2, ..., N, \quad (\omega_0 = 0, \quad \omega_N = \pi),
\]

\[
\bigcup_{n=1}^{N} \Lambda_n = [0, \pi].
\]  

(4)

Eq. (4) takes each \( \omega_n \) as the center; the width \( T_n = 2\tau_n \) is taken as the transition section, as shown in Fig. 1.

![Fig. 1. Fourier shaft split](image)

An empirical wavelet is defined as the band-pass filter on each \( \Lambda_n \). The empirical wavelet is constructed according to the Meyer wavelet, thereby determining the empirical scaling function and empirical wavelet function, which are shown as Eq. (5) and (6) [18]:

\[
\hat{\phi}_n(\omega) = \begin{cases} 
1, & |\omega| \leq \omega_n - \tau_n, \\
\cos \left( \frac{\pi}{2} \beta \left( \frac{1}{2\tau_n} (|\omega| - \omega_n + \tau_n) \right) \right), & \omega_n - \tau_n \leq |\omega| \leq \omega_n + \tau_n, \\
0, & \text{other}, \\
\end{cases}
\]

\[
\hat{\psi}_n(\omega) = \begin{cases} 
1, & \omega_n + \tau_n \leq |\omega| \leq \omega_{n+1} - \tau_{n+1}, \\
\cos \left( \frac{\pi}{2} \beta \left( \frac{1}{2\tau_{n+1}} (|\omega| - \omega_{n+1} + \tau_{n+1}) \right) \right), & \omega_{n+1} - \tau_{n+1} \leq |\omega| \omega_{n+1} + \tau_{n+1}, \\
\sin \left( \frac{\pi}{2} \beta \left( \frac{1}{2\tau_n} (|\omega| - \omega_n + \tau_n) \right) \right), & \omega_n - \tau_n \leq |\omega| \leq \omega_n + \tau_n \\
0, & \text{other}.
\end{cases}
\]

(5)

(6)

The \( \tau_n \) and \( \beta(x) \) in Eq. (5) and Eq. (6) can be expressed as follows:

\[
\begin{align*}
\tau_n &= \gamma \omega_n, \quad 0 < \gamma < 1, \quad \gamma = min_n \left( \frac{\omega_{n+1} - \omega_n}{\omega_{n+1} + \omega_n} \right), \\
\beta(x) &= x^4(35 - 84x + 70x^2 - 20x^3).
\end{align*}
\]

(7)

Similar to traditional wavelet transform, EWT is defined as \( W_f^\varepsilon(n, t) \). \( FFT(\cdot) \) and \( IFFT^{-1}(\cdot) \) are used to represent Fourier transform and Fourier inverse transform, and then the EWT detail coefficient is calculated according to the inner product of signal and empirical wavelet function:

\[
W_f^\varepsilon(n, t) = \langle f, \psi_n \rangle = \int f(\tau) \overline{\psi_n(\tau - t)} d\tau = IFFT^{-1} \left( f(\omega) \hat{\psi}_n(\omega) \right).
\]

(8)

\( W_f^\varepsilon(0, t) \) is used to represent the approximate coefficient, and it can be generated by the inner product of signal and empirical scaling function:
\[ W_f^\xi(0,t) = \langle f, \phi_1 \rangle = \int f(\tau) \overline{\phi_1(\tau-t)} d\tau = \text{IFFT}^{-1} \left( f(\omega) \hat{\phi}_1(\omega) \right). \]  

\[ \hat{\psi}_n(\omega) \) and \( \hat{\phi}_1(\omega) \) in Eq. (8) and (9) are the Fourier transform of \( \psi_n(\omega) \) and \( \phi_1(\omega) \), respectively, which are defined as Eq. (6) and (5), respectively; \( \overline{\psi}_n(\omega) \) and \( \overline{\phi}_1(\omega) \) are the conjugate complex of \( \psi_n(\omega) \) and \( \phi_1(\omega) \), respectively. The original signal can be rebuilt as follows:

\[
\begin{align*}
    f(t) &= W_f^\xi(0,t) * \phi_1(t) + \sum_{n=1}^{N} W_f^\xi(n,t) * \psi_n(t) \\
    &= \text{IFFT}^{-1} \left( \hat{W}_f^\xi(0,t) * \hat{\phi}_1(t) + \sum_{n=1}^{N} \hat{W}_f^\xi(n,t) * \hat{\psi}_n(t) \right). 
\end{align*}
\]  

In Eq. (10), \( \hat{W}_f^\xi(n,t) \) and \( \hat{W}_f^\xi(0,t) \) represent the Fourier transform of \( W_f^\xi(n,t) \) and \( W_f^\xi(0,t) \) respectively. According to Eq. (10), the empirical mode \( f_i \) in Eq. (3) can be defined as follows:

\[
\begin{align*}
    f_0(t) &= W_f^\xi(0,t) * \phi_1(t) , \\
    f_i(t) &= W_f^\xi(i,t) * \psi_i(t).
\end{align*}
\]

Time-frequency representation method is very useful for all the information in a single domain. Similar to HHT, the Hilbert transform of function \( f \) can be defined according to Eq. (13):

\[
H_f(t) = \frac{1}{\pi} p. v. \int_{-\infty}^{+\infty} \frac{f(\tau)}{t-\tau} d\tau.
\]  

In Eq. (13), the \( p. v. \) represents Cauchy principal value. Hilbert transform can be used to derive analytical formula \( f_a \) from \( f \):

\[
f_a(t) = f(t) + iH_f(t).
\]  

When the AM-FM signal is \( f(t) = F(t) \cos \varphi(t) \), Hilbert transform has an interesting property, it provides \( f_a(t) = F(t)e^{i\varphi(t)} \), from which Instantaneous Frequency \( \varphi'(t) \) and amplitude \( F(t) \) can be extracted. Therefore, each empirical mode \( f_i \) derived from EWT decomposition can implement Hilbert transform, and instantaneous frequency \( \varphi'(t) \) is depicted in time-frequency coordinate plane according to intensity amplitude \( F(t) \). This allows the time-frequency energy spectrum analysis of the original signal, and is conducive to the extraction and interpretation of the original signal characteristics.

**2.2. Extraction and fault diagnosis of vibration signal characteristics**

In practical engineering, different vibration sources will produce different signals. After EWT decomposition of the vibration signal, the \( N + 1 \) mode function components and corresponding time–frequency energy spectra can be obtained. This step provides a basis for the extraction of the characteristics, classification, and fault diagnosis of different vibration signals. First, the characteristics of different vibration signals of wind power generators shall be extracted. According to Eq. (2), the vibration characteristics are extracted from each empirical mode component \( f_i \). The steps for extracting entropy characteristics of EWT energy based on empirical mode are:

1. To perform EWT decomposition of the vibration signal, the empirical mode \( f_i \) component
that contains the major vibration information is determined;

(2) The total energy \(E_i\) of each empirical mode \(f_i\) component is calculated as:

\[ E_i = \int_{-\infty}^{+\infty} |f_i(t)|^2 \, dt, \quad i = 0, 1, 2, \ldots, n. \]  

(15)

(3) The total energy \(E_i\) of each empirical mode \(f_i\) component is taken as an element to construct the eigenvector \(T\):

\[ T = [E_1 \quad E_2 \quad \cdots \quad E_n]. \]  

(16)

The energy value is usually very large in the actual calculation; to facilitate post-calculation analysis, the eigenvector \(T\) is normalized:

\[ T' = [E_1/E \quad E_2/E \quad \cdots \quad E_n/E]. \]  

(17)

In Eq. (17), \(T'\) is the vector of normalized \(T\), and \(E = (\sum_{i=1}^{n} |E_i|^2)^{1/2}\).

The goal of project implementation is to conduct fault diagnosis of wind power generators according to the extracted vibration signal characteristics. Local and foreign scholars have proposed several effective fault diagnosis methods, such as neural networks, expert systems, fuzzy logic, and gray theory [22-25]. Neural networks have several advantages, such as self-adaption, self-learning, and nonlinear mapping; this approach has been widely applied in fault identification. PNN is a parallel algorithm based on Bayes classification rules and Parzen’s probability density function estimation; this algorithm has a simple and easy-to-train network structure, which can achieve arbitrary nonlinear transformation, with strong fault-tolerant performance. This paper applies PNN in the fault diagnosis processing of wind power generator vibration.

PNN is a feed forward neural network that takes Bayesian risk criteria (namely Bayesian decision theory) as the theoretical basis. This algorithm evolved from the radial basis function network. The basic structure of its hierarchical model is shown in Fig. 2. The PNN consists of 4 layers, which are the input layer, mode layer, summation layer, and output layer.

![Fig. 2. PNN structure](image)

Given failure modes \(\theta_a\) and \(\theta_b\) as examples, the corresponding failure characteristic sample to be judged is \(X = [x_1 \quad x_2 \quad \cdots \quad x_n]\). The following formula was obtained according to the minimum risk Bayes decision rule [22]:

\[
\begin{align*}
\text{If} & \quad P_a L_a f_a(X) > P_b L_b f_b(X), \quad \text{then} \quad X \in \theta_a, \\
\text{If} & \quad P_a L_a f_a(X) < P_b L_b f_b(X), \quad \text{then} \quad X \in \theta_b,
\end{align*}
\]

(18)

where \(P_a\) and \(P_b\) are the prior empirical probability of \(X\) when it belongs to \(\theta_a\) and \(\theta_b\), respectively \((P_a = N_a/N, P_b = N_b/N); N_a \) and \(N_b\) are the number of training samples of fault modes \(\theta_a\) and \(\theta_b\); \(N\) is the total number of training samples; \(L_a\) is the cost factor when the fault characteristic sample \(X\) that belongs to \(\theta_a\) is mistakenly divided into mode \(\theta_b\); \(L_b\) is the cost factor
when the fault characteristic sample $X$ that belongs to $\theta_b$ is mistakenly divided into mode $\theta_a$; $f_a$ and $f_b$ are the probability density functions when $X$ belongs to $\theta_a$ and $\theta_b$, respectively. The conditional probability can be calculated by:

$$f_a(X) = \frac{1}{p(2\pi)^{\frac{p}{2}}\sigma^pN_a} \sum_{j=1}^{N_a} \exp \left[ -\frac{(X - X_{aj})^T(X - X_{aj})}{2\sigma^2} \right].$$  (19)

In Eq. (19), $P$ is the vector dimension; $N_a$ is the number of training samples for $\theta_a$; $X_{aj}$ is the $j$th training sample vector of $\theta_a$; $\sigma$ is the smooth coefficient.

3. Simulation and analysis

A simulation signal $x_1(t)$ is used to test EWT. This simulation signal is composed of two different signals, which are the FM signal $x_{11}(t)$ and the AM signal $x_{12}(t)$, as shown in Eq. (20):

$$\begin{cases} x_{11}(t) = \cos(10\pi t + 10\pi t^2), \\ x_{12}(t) = \sin(\pi t)\sin(30\pi t), \\ x_1(t) = x_{11}(t) + x_{12}(t). \end{cases}$$  (20)

The time-domain waveform is shown in Fig. 2(a).

The output results of EWT decomposition are obtained by separately filtering of a scaling function and $N$ wavelet functions. Although EMD can automatically estimate mode decomposition layers according to the signal, the empirical wavelet decomposition can set the number of decomposition layers according to different signal requirements. As for simulation signal $x_1(t)$, $N$ is set as 3. Fig. 3(a) and 3(b) show the simulation signal’s time-domain waveform and spectrum and the detected boundary of each filter, respectively.

![Fig. 3. Simulation signal $x_1(t)$](image_url)

Fig. 4(a) displays the EWT decomposition results of the simulation signal. As seen from the figure, EWT decomposition derives the resolution signal components of the simulation signal and shows the corresponding time-domain signal characteristics. This approach is conducive to further signal processing and analysis.

For a comparative analysis with the EMD, Fig. 4(b) shows the EMD results of the simulation signal $x_1(t)$. Fig. 4(b) shows that the simulation signal $x_1(t)$ is decomposed into four mode function components and one remainder. According to EMD, the simulation signal $x_1(t)$ consists of 4 empirical mode components. Although EMD can automatically estimate the number of mode decomposition layers according to the signal, the number of decomposition layers is significantly higher than that of EWT decomposition; thus, more time is required for consumption calculation,
thereby affecting the performance of the algorithm. Among the decomposed excessive modal components, some modal information components have the same composition, and some false modal components are present. These false modal components do not exist in the original signal and will affect the accurate analysis of the signal. In addition, the excessive decomposition layers require more iterations, thereby increasing the amount of computation. Therefore, the amount of EWT calculation is far less than that of EMD for most signals.

In Fig. 4(a), two high-frequency modal components in the middle portion have the same information, but the two modal components with independent energies derived from EWT decomposition can be regarded as two independent resolution-mode components. Fig. 4(b) shows that EMD only decomposes the high-frequency modal component IMF1, thereby leaving the excessive false modal components IMF3, IMF4, and the remainder. Therefore, EWT can extract different modal components from the signal and analyze the different frequency modal components of the signal. Each modal component has more substantial characteristic energy of the original signal. Theoretically, the IMF of each resolution derived from EMD does not guarantee strict orthogonality but can only approximate orthogonality; no complete rigorous theoretical proof can support this. Therefore, modal aliasing phenomena will occur during decomposition. This trend may be due to unreasonable mode decomposition termination conditions and defects in the screening method. However, EWT is a framework based on wavelet theory, which has a solid theoretical foundation. The completeness and orthogonality can be verified and understood by the wavelet transform.
The Hilbert transform of Fig. 4(a) and 4(b) are performed according to Eq. (13); the corresponding time-frequency energy spectra are obtained and shown in Fig. 5(a) and 5(b), respectively. The Hilbert energy spectrum of the original signal is manifested in a color coded map for time-frequency-amplitude. The magnitude of energy is expressed in its logarithmic form, and deeper colors represent greater energy; otherwise, the energy is smaller. From Fig. 5(a), the simulation signal $x_1(t)$ takes angular frequencies of 0.016 and 0.008 rad/s for the main components. The energy spectrum around the angular frequency of 0.016 rad/s is reflected in the cyclical form of sinusoidal oscillation as characterized by the remarkable energy. Fig. 5(b) also has angular frequencies of 0.016 and 0.008 rad/s as the main components. The energy spectrum around the angular frequency of 0.016 rad/s has stable intensity, but the angular frequency has some fluctuations caused by different types of EWT decomposition. Although EMD may generate excessive IMF false components during mode decomposition, the false modal component IMF3 is similar to IMF4; thus, Fig. 5(b) does not reflect more differences.

4. Experiment and analysis of wind power generator vibration signal

4.1. Hardware platform

The comparable motor vibration signals have little differences. The experimental data of Case Western Reserve University are used in the analysis to test the de-noising effect of the EWT-based de-noising method on vibration signals of wind power generators. The database signals are mainly based on the bearing vibration. The experiment platform is set up, including one 2 Hp motor (left), one torque sensor (middle), one power meter (right), and an electronic control device. The tested shaft is a motor shaft. The various fault vibrations of the experiment database are derived by electrical discharge machining technology to simulate single-point failure of the bearing, such as the inner ring, outer ring, and the rolling element of the bearing. Experimental data are collected at different rotation speeds and in different faults.

In the experiment, acceleration sensors are used to collect vibration signals based on the magnetic base, whereas a sensor is installed on the motor shell. The acceleration sensors are mounted on the drive of the motor shell and in front of the fan. In some experiments, the sensor is installed on the motor-supporting chassis. Vibration signals are collected by a 16-channel DAT recorder, and the sampling frequency is 12 000 Hz. For the fault data of the bearing installed on the driving device, the sampling frequency is 48 000 Hz.

4.2. Experimental results and analysis

Data are analyzed according to the experiment on an active bearing 6205-2RS JEM SKF. When the motor load is 3 Hp, the rotational speed is 1730 rpm, and the sampling frequency is 12 kHz. In the absence of fault, the vibration signal time-domain diagram is shown in Fig. 6(a), which shows that the vibration signal contains noise.

For the same motor, the fault diameter is 21 mils and set in the 6 o’clock of bearing’s outer ring, motor load is set as 3 Hp, motor rotation speed is 1730 rpm, and sampling frequency is also 12 kHz. The time-domain diagram of the vibration signal is shown in Fig. 7(a), whereas Fig. 7(b) shows the modal components after EWT decomposition. Fig. 7(a) and 6(a) show that under fault conditions, vibration signals have significant characteristics and have periodicity. Fig. 7(b) and 6(b) are decomposed to generate 4 empirical mode components; these mode components contain high- and low-frequency information of vibration signals.

To analyze and compare the results of EMD and EWT for actual vibration signals, Fig. 7(a) is decomposed by EMD; the empirical mode function is obtained and shown in Fig. 7(c). The figure shows that the vibration signal is decomposed into 10 IMF components and 1 remainder. The first IMF component separates the major vibration signal components and contains noise. This component decomposes into successive IMF components. Although the second IMF component
reflects some vibration information, the other IMF components do not have vibration characteristics and cannot be explained. These components can be considered to be in the false mode, which is not conducive to the further decomposition of vibration signals for obtaining characteristic quantities.

The Hilbert transform of Fig. 6(b), 7(b), and 7(c) is performed and the corresponding time-frequency energy spectra are obtained and shown in Fig. 8(a)-8(c), respectively. Fig. 8(a) shows that the vibration signal has three dominant frequency components. Fig. 8(b) takes 0.3 Hz as the predominant component, with a continuous amplitude and significant reflection; however, some energy components are below 0.1 Hz, but they are very weak.

Some significant energy spectra at 0.3 Hz are shown in Fig. 8(c), but these are scattered and discontinuous. Some energy components between 0.05 Hz and 0.3 Hz are very weak and irregular. In addition, some energy components below 0.05 Hz increase in amplitude but with obvious aliasing distortions because excessive virtual IMF components are decomposed and aliasing occurs with the low frequency of the original signal.

The above analysis implies that under fault conditions, the EWT time-frequency energy spectrum of the vibration signal has obvious characteristics, and the EWT time-frequency energy spectrum of the vibration signal can significantly better reflect the characteristics of the original vibration signal than the EMD time-frequency energy spectrum. The mode components derived from EWT decomposition can be combined with the time-frequency energy spectrum to extract the characteristics of the resolution component energy of the vibration signals. This step may facilitate further fault diagnosis and analysis of wind power generator vibration according to the characteristics of vibration signals.
The experiment sets three fault types: the inner ring fault, the outer ring fault, and the rolling element fault. These fault vibration signals are collected under the condition where the motor load is 3 Hp, the motor rotation speed is 1730 rpm, and the sampling frequency is 12 kHz. The characteristics mentioned in Section 1.2 are used to extract the characteristics of the EWT
component energy under three fault conditions and normal condition; these results are shown in Table 1. The table shows that each type of vibration signal contains four EWT components to form a 4-dimensional vector. By assuming that \( X_1 = [EWT_1 \ EWT_2 \ EWT_3 \ EWT_4] \), the input feature sample of the PNN model is used for motor vibration fault analysis. For the PNN classifier output, 1 represents the normal condition, 2 represents the inner ring fault, 3 represents the outer ring fault, and 4 represents the rolling element fault. In the experiment, 33 groups of samples of motors under normal circumstances, the inner ring fault, the outer ring fault, and the rolling element fault are respectively selected; 23 groups of samples are used for training, whereas 10 groups of samples are used for verification.

![EWT time-frequency energy spectrum of normal signal](image1)

![EWT time–frequency energy spectrum when fault diameter is 21 miles](image2)

![EMD time–frequency energy spectrum when fault diameter is 21 miles](image3)

**Fig. 8.** Time-frequency energy spectrum when fault diameter is 21 miles

**Table 1.** Vector elements of different vibration signals after normalizing EWT energy

<table>
<thead>
<tr>
<th>Signal</th>
<th>EWT₁</th>
<th>EWT₂</th>
<th>EWT₃</th>
<th>EWT₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.12242</td>
<td>0.71916</td>
<td>0.56086</td>
<td>0.39148</td>
</tr>
<tr>
<td>Inner ring fault</td>
<td>0.056068</td>
<td>0.25514</td>
<td>0.33829</td>
<td>0.90406</td>
</tr>
<tr>
<td>Outer ring fault</td>
<td>0.10038</td>
<td>0.84204</td>
<td>0.40216</td>
<td>0.3452</td>
</tr>
<tr>
<td>Rolling element fault</td>
<td>0.094096</td>
<td>0.44775</td>
<td>0.66059</td>
<td>0.59522</td>
</tr>
</tbody>
</table>

The expansion speed and smoothing factor of the radial basis function of PNN was adjusted. The spread was 1.1. The four types of characteristics for the 23 sets of training samples are input into the PNN1 model for network training, and a nonlinear corresponding PNN1 network is established. The training classification results are shown in Fig. 9(a); “○” represents the faulty element of the PNN1 network discrimination, whereas “***” represents the actual fault type of power generator vibration. Fig. 9(b) shows the fault identification error and the training classification error.

After training, 10 groups of samples are used as input vectors and substituted into the trained PNN1 for verification and classification. The results are shown in Fig. 9(c), which shows only one fault identification error.

The results indicate that one group difference error still exists even after training the given
motor vibration fault samples. The PNN1 can achieve 90 % accuracy rate when classifying samples. However, the vibration fault sample library may be limited, which renders the PNN network training limited. Consequently, 100 % accuracy rate cannot be reached. The next step should be to increase the vibration fault sample library and further improve the superiority of PNN network classification identification.

Similarly, the Eqs. (15)-(17) are used to extract the energy characteristics of each IMF component of the vibration signals for the same data samples. And the first 4 IMF energy components of each signal can be obtained respectively. That is,

\[ X_2 = \left[ IMF_1 \ IMF_2 \ IMF_3 \ IMF_4 \right] \]

Taking the same expansion speed and smoothing factor, the four types of characteristics for the 23 sets of the same training samples based on EMD are input into the PNN2 model for network training. After training, 10 groups of same samples based EMD are used as input vectors and substituted into the trained PNN2 for verification and classification. The correct rate of fault identification is shown in Table 2, respectively, based on EWT and EMD. Compared with the results of identification, it can be found that the fault diagnosis method based on EWT is better than the EMD method in the classification of the actual fault data.

![a) Results of classification practice](image)

![b) Error of classification practice](image)

![c) Verification of classification results](image)

Fig. 9. PNN-based power generator vibration fault classification

### Table 2. The fault identification rate based on EWT and EMD

<table>
<thead>
<tr>
<th>Method</th>
<th>Normal</th>
<th>Inner ring fault</th>
<th>Outer ring fault</th>
<th>Rolling element fault</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMD</td>
<td>100 %</td>
<td>96.35 %</td>
<td>91.41 %</td>
<td>92.17 %</td>
<td>94.98 %</td>
</tr>
<tr>
<td>EWT</td>
<td>100 %</td>
<td>97.62 %</td>
<td>94.86 %</td>
<td>91.93 %</td>
<td>96.10 %</td>
</tr>
</tbody>
</table>

5. Conclusions

EWT is a novel tool for analyzing and processing of nonlinear and nonstationary signals. This paper introduces the advantages of EWT theory, considers the characteristics of the power generator vibration signal, and proposes an EWT-based method to analyze the vibration signal characteristics and to diagnose faults. By conducting the simulation signal and vibration signal experiments, this paper analyzes the HHT mode decomposition and time-frequency energy spectrum under the same signal. For some signals, the number of layers derived from the EWT
mode decomposition is less than the number of layers derived from EMD. This value is justified by the complete support wavelet theory and avoids the modal aliasing of EMD. However, the resolution components derived from EWT decomposition have corresponding time-domain signal characteristics, which can facilitate the further analysis of signals. The time-frequency energy spectrum of EWT-based vibration signals can better reflect the characteristics of the original vibration signal than the HHT-based time-frequency energy spectrum.

In addition, the energy normalization of the EWT modal component is defined as the input feature sample of the PNN classifier. Vibration fault diagnosis was conducted according to the PNN classifier. Given the limited training samples, the PNN can achieve 90% accuracy rate when classifying and judging validation samples. In the classification of the actual fault data, the method based EWT is better than that based on EMD, and it is an effective method for intelligent fault diagnosis. The next steps are to increase the vibration fault sample database. Increasing the PNN samples support its superiority in classification and identification, as well as further improve the diagnostic accuracy in practice. Moreover, other faults, like unbalance and misalignment, will be used to examine the proposed approach in our future research.
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