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Abstract. The Jacobi pseudo-spectral Galerkin method for the Volterra integro-differential equations of the second kind with a weakly singular kernel is proposed in this paper. We provide a rigorous error analysis for the proposed method, which indicates that the numerical errors (in the $L^2_{\omega_a,\beta}$-norm and the $L^\infty$-norm) will decay exponentially provided that the source function is sufficiently smooth. Numerical examples are given to illustrate the theoretical results.
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1. Introduction

In practical applications one frequently encounters the Volterra integro-differential equations of the second kind with a weakly singular kernel of the form:

$$\frac{dy}{dx} = a(x)y(x) + b(x) + \int_0^x (x-s)^{-\mu} K(x,s)y(s)ds, \quad 0 < x \leq T, \quad 0 < \mu < 1. \tag{1}$$

With the given initial condition $y(0) = y_0$. Where the unknown function $y(x)$ is defined in $0 < x \leq T < \infty$. $a(x), b(x)$ are two given source functions and $K(x,s)$ is a given kernel.

Equations of this type arise as model equations for describing turbulent diffusion problems. The numerical treatment of the Volterra integro-differential Eq. (1) is not simple, mainly due to the fact that the solutions of Eq. (1) usually have a weak singularity at $x = 0$, as discussed in [1], the second derivative of the solution $y(x)$ behaves like $y^2(x) \sim x^{-\mu}$.

We point out that for Eq. (1) without the singular kernel (i.e., $\mu = 0$) spectral methods and the corresponding error analysis have been provided recently [2]; see also [3] and [4] for spectral methods to Volterra integral equations and pantograph-type delay differential equations. In both cases, the underlying solutions are smooth.

In this work, we will consider a special case, namely, the exact solutions of Eq. (1) are smooth (see also [5]). In this case, the collocation method and product integration method can be applied directly. But the main approach used there is the spectral-collocation method which is similar to a finite-difference approach. Consequently, the corresponding error analysis is more tedious as it does not fit in a unified framework. However, with a finite-element type approach, as will be performed in this work, it is natural to put the approximation scheme under the general Jacobi-Galerkin type framework. As demonstrated in the recent book of Shen etc. [16], there is a unified theory with Jacobi polynomials to approximate numerical solutions for differential and integral equations. It is also rather straightforward to derive the pseudo-spectral Jacobi-Galerkin method from the corresponding continuous version. The relevant convergence theories under the unified framework, as will be seen from Section 4, are cleaner and more reasonable than those obtained in [7].

The purpose of this work is to provide numerical methods for the second kind Volterra integro differential equations based on pseudo-spectral Galerkin methods. Spectral methods are a class of
techniques used in applied mathematics and scientific computing to numerically solve certain partial differential equations (PDEs) (see e.g. [8-10] and the references therein), often involving the use of the Fast Fourier Transform. Where applicable, spectral methods have excellent error properties, with the so called ”exponential convergence” being the fastest possible.

The paper is organized as follows. In Section 2, we introduce the Jacobi pseudo-spectral Galerkin approaches for the Volterra integro-differential Eq. (3). Some preliminaries and useful lemmas are provided in Section 3. In Section 4, the convergence analysis is given. We prove the error estimates in the $L^\infty$-norm and $L^2_{\omega_{\alpha,\beta}}$-norm. The numerical experiments are carried out in Section 5, which will be used to verify the theoretical results obtained in Section 4. The final section contains conclusions.

2. Jacobi pseudo-spectral Galerkin method

In this section, we formulate the Jacobi pseudo-spectral Galerkin schemes for problem Eq. (1) For this purpose, let $\omega_{\alpha,\beta} = (1 - t)^\alpha (1 + t)^\beta$ be a weight function in the usual sense, for $\alpha, \beta > -1, \int_{-1}^{1} f_k^{\omega_{\alpha,\beta}} (t), k = 0, 1, \ldots,$ denote the Jacobi polynomials. The set of Jacobi polynomials $\{f_k^{\omega_{\alpha,\beta}} (t)\}_{k=0}^{\infty}$ forms a complete $L^2_{\omega_{\alpha,\beta}} (-1,1)$-orthogonal system. Before using pseudo-spectral methods, we need to restate problem Eq. (1). The usual way (see [1]) to deal with the original problem is: writing $z = b(x) + \int_0^x (x - s)^{-\mu} K(x, s)y(s)ds,$ Eq. (1) is equivalent to a linear Volterra integral equations of the second kind with respect to $y, z$:

$$
\begin{align*}
    y(x) &= y_0 + \int_0^x \{a(s)y(s) + z(s)\}ds, \\
    z(x) &= b(x) + \int_0^x (x - s)^{-\mu} K(x, s)y(s)ds.
\end{align*}
$$

For the sake of applying the theory of orthogonal polynomials conveniently, by the linear transformation:

$$
x = \frac{T(1 + t)}{2}, \quad s = \frac{T(1 + \tau)}{2}.
$$

Letting:

$$
\begin{align*}
    u(t) &= y \left( \frac{T(1 + t)}{2} \right), \quad w(t) = z \left( \frac{T(1 + t)}{2} \right), \quad g(t) = b \left( \frac{T(1 + t)}{2} \right), \quad \Lambda = [-1,1], \\
    u(t) &= y_0 + \frac{T}{2} \int_{-1}^{t} \{a(\tau)u(\tau) + w(\tau)\}d\tau, \\
    w(t) &= g(t) + \left( \frac{T}{2} \right)^{-\mu} \int_{-1}^{t} (t - \tau)^{-\mu} K(t, \tau)u(\tau)d\tau.
\end{align*}
$$

(3)

The weak form of Eq. (3) is to find $u, w \in L^2_{\omega_{\alpha,\beta}} (\Lambda) \times L^2_{\omega_{\alpha,\beta}} (\Lambda),$ such that:

$$
\begin{align*}
    (u, v_1)_{\omega_{\alpha,\beta}} &= \left( y_0 + \frac{T}{2} \int_{-1}^{t} \{a(\tau)u(\tau) + w(\tau)\}d\tau, v_1 \right)_{\omega_{\alpha,\beta}}, \\
    (w, v_2)_{\omega_{\alpha,\beta}} &= \left( g(t) + \left( \frac{T}{2} \right)^{-\mu} \int_{-1}^{t} (t - \tau)^{-\mu} K(t, \tau)u(\tau)d\tau, v_2 \right)_{\omega_{\alpha,\beta}}, \\
    &\forall v_1, v_2 \in L^2_{\omega_{\alpha,\beta}} (\Lambda) \times L^2_{\omega_{\alpha,\beta}} (\Lambda).
\end{align*}
$$

(4)
where $(\cdot,\cdot)_{\omega_{\alpha,\beta}}$ denotes the usual inner product in the $L^2_{\omega_{\alpha,\beta}}$-space.

Now, let $N$ be any positive integer and $P_N(\Lambda)$ be the set of all algebraic polynomials of degree at most $N$. Obviously, the Jacobi polynomials $J_0^{\alpha,\beta}(t), J_1^{\alpha,\beta}(t), \ldots, J_N^{\alpha,\beta}(t)$ are the basis functions of $P_N(\Lambda)$.

Next, we denote the collocation points by $\{t_i\}_{i=0}^N$, which is the set of $(N + 1)$ Jacobi Gauss points. We also define the Jacobi interpolating polynomial $I_N^{\alpha,\beta}v \in P_N(\Lambda)$, satisfying:

$$I_N^{\alpha,\beta}v(t_i) = v(t_i), \quad 0 \leq i \leq N.$$

It can be written as an expression of the form:

$$I_N^{\alpha,\beta}v(t) = \sum_{i=1}^{N} v(t_i)F(t_i),$$

where $F(t_i)$ is the Lagrange interpolation basis function associated with the Jacobi collocation points $\{t_i\}_{i=0}^N$.

Now we describe the Jacobi pseudo-spectral Galerkin method. For this purpose, set:

$$\tau(t, \theta) = \frac{t - 1}{2} + \frac{t + 1}{2} \theta, \quad \theta \in [-1,1].$$

We define that:

$$Mu(t) = \frac{T}{2} \int_{-1}^{1} a(\tau) u(\tau) d\tau = \frac{T}{2} \int_{-1}^{1} \left( t + \frac{1}{2} \right) a(\tau(t, \theta))u(\tau(t, \theta)) d\theta,$$

$$\bar{M}u(t) = \frac{T}{2} \int_{-1}^{1} u(\tau) d\tau = \frac{T}{2} \int_{-1}^{1} \left( t + \frac{1}{2} \right) u(\tau(t, \theta)) d\theta,$$

$$\bar{M}u(t) = \frac{T}{2} \int_{-1}^{1} (t - \tau)^{-\mu} K(t,\tau)u(\tau)d\tau$$

$$= \left( \frac{T}{2} \right)^{1-\mu} \int_{-1}^{1} \left( t + \frac{1}{2} \right)^{1-\mu} (1 - \theta)^{-\mu} K(t,\tau(t, \theta))u(\tau(t, \theta)) d\theta.$$

Using $(N + 1)$-point Gauss-Jacobi quadrature formula with weight $\omega_{-\mu,-\mu}$ to approximate Eqs. (6)-(8) yields:

$$Mu(t) \approx M_N u(t):= \frac{T}{2} \sum_{j=0}^{N} \left( \frac{t + 1}{2} \right) a \left( \tau(t, \theta_j) \right) u \left( \tau(t, \theta_j) \right) \omega_{\mu,\mu}(\theta_j) \omega_j,$$

$$\bar{M}u(t) \approx \bar{M}_N u(t):= \frac{T}{2} \sum_{j=0}^{N} \left( \frac{t + 1}{2} \right) \omega_{\mu,\mu}(\theta_j) \omega_j,$$

$$\bar{M}u(t) \approx \bar{M}_N u(t):= \frac{T}{2}^{1-\mu} \sum_{j=0}^{N} \left( \frac{t + 1}{2} \right)^{1-\mu} K(t,\tau(t, \theta_j))u(\tau(t, \theta_j)) \omega_{0,\mu}(\theta_j) \omega_j,$$

where $\{\theta_j\}_{j=0}^{N}$ are the $(N + 1)$-degree Jacobi-Gauss points associated with $\omega_{-\mu,-\mu}$, and $\{\omega_j\}_{j=0}^{N}$ are the corresponding Jacobi weights. On the other hand, instead of the continuous inner product, the discrete inner product will be implemented by the following equality:
\[(u, v)_N = \sum_{j=0}^{N} u(\theta_j) v(\theta_j) \omega_j, \quad (12)\]

as a result \((u, v)_{\omega_{-\mu,-\mu}} = (u, v)_N\), if \(uv \in P_{2N}(\Lambda)\).

By the definition of \(I_{-\mu,-\mu}^N\), we have:
\[(u, v)_N = (I_{-\mu,-\mu}^N u, v)_N. \quad (13)\]

The Jacobi pseudo-spectral Galerkin method is to find:
\[u_N(t) = \sum_{j=0}^{N} \bar{u}_j J_j^{-\mu,-\mu}(t), \quad w_N(t) = \sum_{j=0}^{N} \bar{w}_j J_j^{-\mu,-\mu}(t) \in P_N(\Lambda),\]

such that:
\begin{align*}
\begin{aligned}
\{(u_N, v_1)_N &= (y_0 + M_N u_N + \bar{M}_N w_N, v_1)_N, \\
(w_N, v_2)_N &= (g(t) + \bar{M}_N u_N, v_2)_N, \\
\forall (v_1, v_2) &\in P_N(\Lambda) \times P_N(\Lambda),
\end{aligned}
\end{align*} \quad (14)

where \{\bar{u}_j\}_{j=0}^{N} and \{\bar{w}_j\}_{j=0}^{N} are determined by:
\[
\left\{
\begin{aligned}
&\left(\sum_{j=0}^{N} \left\{ J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right\}_N - \left( M_N J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right)_N \right\} \bar{u}_j, \\
&\left( - \sum_{j=0}^{N} \left( \bar{M}_N J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right)_N \bar{w}_j = \left( y_0, J_i^{-\mu,-\mu} \right)_N \right), \\
&\left( - \sum_{j=0}^{N} \left( \bar{M}_N J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right)_N \bar{u}_j + \sum_{j=0}^{N} \left( J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right)_N \bar{w}_j = \left( g(t), J_i^{-\mu,-\mu} \right)_N \right).
\end{aligned}
\] \quad (15)

Denoting \(\bar{X} = [\bar{u}_0, \bar{u}_1, \ldots, \bar{u}_N, \bar{w}_0, \bar{w}_1, \ldots, \bar{w}_N]^T\), Eq. (14) yields a equation of the matrix form:
\[A\bar{X} = g_N, \quad (16)\]

where:
\[
A(i, j) = \begin{cases}
\left( J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right)_N - \left( M_N J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right)_N, & 0 \leq i \leq N, \ 0 \leq j \leq N, \\
- \left( \bar{M}_N J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right)_N, & N + 1 \leq i \leq 2N + 1, \ 0 \leq j \leq N, \\
- \left( \bar{M}_N J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right)_N, & 0 \leq i \leq N, \ N + 1 \leq j \leq 2N + 1, \\
\left( J_j^{-\mu,-\mu}, J_i^{-\mu,-\mu} \right)_N, & N + 1 \leq i \leq 2N + 1, \ N + 1 \leq j \leq 2N + 1,
\end{cases}
\]
\[g_N(i) = \begin{cases}
\left( y_0, J_i^{-\mu,-\mu} \right)_N, & 0 \leq i \leq N, \\
\left( g(t), J_i^{-\mu,-\mu} \right)_N, & N + 1 \leq i \leq 2N + 1.
\end{cases}
\]
3. Some useful lemmas

We first introduce some Hilbert spaces. For simplicity, denote \( \partial_\xi v(t) = (\partial / \partial_\xi) v(t) \), etc. For a nonnegative integer \( m \), define:

\[ H^m_{\omega,\alpha,\beta}(-1,1) = \{ v; \partial_\xi^k v(t) \in L^2_{\omega,\alpha,\beta}(-1,1), \ 0 \leq k \leq m \}, \]

with the semi-norm and the norm as:

\[ |v|_{L^2_{\omega,\alpha,\beta}} = \| \partial_\xi^m v(t) \|_{L^2_{\omega,\alpha,\beta}}, \ ||v||_m = \left( \sum_{k=0}^{m} \| \partial_\xi^k v(t) \|_{L^2_{\omega,\alpha,\beta}}^2 \right)^{1/2}, \]

respectively. It is convenient sometime to introduce the semi-norms:

\[ |v|_{H^{m,N}_{\omega,\alpha,\beta}} = \left( \sum_{k=\min(m,N+1)}^{m} \| \partial_\xi^k v(t) \|_{L^2_{\omega,\alpha,\beta}}^2 \right)^{1/2}. \]

For bounding some approximation error of Jacobi polynomials, we need the following nonuniformly-weighted Sobolev spaces:

\[ H^m_{\omega,\alpha,\beta}(-1,1) = \{ v; \partial_\xi^k v(t) \in L^2_{\omega,\alpha+k,\beta+k}(-1,1), \ 0 \leq k \leq m \}, \]

equipped with the inner product and the norm as:

\[ (u,v)_{m,*} = \sum_{k=0}^{m} (\partial_\xi^k u, \partial_\xi^k v)_{\omega,\alpha+k,\beta+k}, \ ||v||_{m,*} = \sqrt{(v,v)_{m,*}}. \]

Next, we define the orthogonal projection \( P_N: L^2(\Lambda) \rightarrow P_N(\Lambda) \) as:

\[ (u - P_N u, v) = 0, \ \forall v \in P_N(\Lambda), \]

where \( P_N \) possesses the following approximation properties ((5.4.11), (5.4.12) and (5.4.24) on p. 283-287 in Ref. ([11]):

\[ ||u - P_N u||_{L^2(\Lambda)} \leq cN^{-m} ||u||_{H^m(\Lambda)}, \]

and:

\[ ||u - P_N u||_{L^\infty} \leq cN^{-3m} ||u||_{m,\infty}. \]

We have the following optimal error estimate for the interpolation polynomials based on the Jacobi Gauss points (c.f. [7]).

**Lemma 3.1** For any function \( v \) satisfying \( v \in H^m_{\omega,\alpha,\beta,*}(-1,1) \), we have:

\[ ||v - I_N^\alpha,\beta v||_{L^2_{\omega,\alpha,\beta}(\Lambda)} \leq cN^{-m} ||\partial_\xi^m v||_{L^2_{\omega,\alpha+m,\beta+m}}, \]

for the Jacobi Gauss points and Jacobi Gauss-Radau points.
Lemma 3.2 If \( v \in H^m_{\alpha,\beta}([-1,1]) \), for some \( m \geq 1 \) and \( \phi \in P_N(A) \), then for the Jacobi Gauss and Jacobi Gauss-Radau integration we have (cf. [7]):

\[
\left| (v, \phi)_{\omega_{\alpha,\beta}} - (v, \phi)_N \right| \leq \left\| v - I_N^{\alpha,\beta} v \right\|_{L^2_{\omega_{\alpha,\beta}}} \left\| \phi \right\|_{L^2_{\omega_{\alpha,\beta}}} \leq cN^{-m} \left\| \partial^m v \right\|_{L^2_{\omega_{\alpha,\beta}+m,\beta+m}} \left\| \phi \right\|_{L^2_{\omega_{\alpha,\beta}}}.
\] (20)

We have the following result on the Lebesgue constant for the Lagrange interpolation polynomials associated with the zeros of the Jacobi polynomials; (cf. [7]).

Lemma 3.3 Let \( \{F_j(t)\}_{j=0}^N \) be the \( N \)-th Lagrange interpolation polynomials associated with the Gauss, or Gauss-Radau, or Gauss-Lobatto points of the Jacobi polynomials. Then:

\[
\left\| I_N^{\alpha,\beta} \right\|_{L^\infty} := \max_{t \in [-1,1]} \sum_{j=0}^N |F_j(t)| = \begin{cases} c\log N, & -1 \leq \alpha, \beta \leq -\frac{1}{2}, \\ cN^{y+\frac{1}{2}}, & y = \max(\alpha,\beta), \text{ otherwise}. \end{cases}
\] (21)

We now introduce some notation. For \( r \geq 0 \) and \( k \in [0,1] \), \( C^{r,k}([-1,1]) \) will denote the space of functions whose \( r \)-th derivatives are Holder continuous with exponent \( k \), endowed with the usual norm \( \| \cdot \|_{r,k} \). When \( k = 0 \), \( C^r([0,1]) \) denotes the space of functions with \( r \) continuous derivatives on \([0,1]\), also denoted by \( C^r([-1,1]) \), and with norm \( \| \cdot \|_r \).

We will make use of a result of Ragozin ([12-13]), which states that, for each nonnegative integer \( r \) and \( k \in [0,1] \), there exists a constant \( C^{r,k} > 0 \) such that for any function \( v \in C^{r,k}([-1,1]) \) there exists a polynomial function \( \tau_N v \in P_N \) such that:

\[
\| v - \tau_N v \|_{L^\infty} \leq C_{r,k} N^{-(r+k)} \| v \|_{r,k},
\] (22)

where \( \| \cdot \|_{\infty} \) is the norm of the space \( L^\infty([-1,1]) \), and when the function \( v \in C([-1,1]) \). Actually, \( \tau_N \) is a linear operator from \( C^{r,k}([-1,1]) \) to \( P_N \).

We will need the fact that \( \bar{M} \), which be defined by Eq. (11), is compact as an operator from \( C([0,T]) \) to \( C^r([-1,1]) \) for any \( 0 < k < 1 - \mu \) [14].

Lemma 3.4 Let \( 0 < k < 1 - \mu \), then, for any function \( v \in C([-1,1]) \), there exists a positive constant \( C \) such that:

\[
\left| \bar{M} v(t') - \bar{M} v(t'') \right| \leq c \max_{-1 \leq t \leq 1} |v(t)|,
\]

under the assumption that \( 0 < k < 1 - \mu \) for any \( t', t'' \in [-1,1] \) and \( t' \neq t'' \). This implies that:

\[
\| \bar{M} v \|_{0,k} \leq C \| v(t) \|_{L^\infty}, \ 0 < k < 1 - \mu.
\] (23)

Clearly, \( M \) and \( \bar{M} \) also satisfy Eq. (24). In our analysis, we shall apply the generalization of Gronwalls lemma. We call such a function \( v(t) \) locally integrable on the interval \([0, T]\) if for each \( t \in [0,T] \), its Lebesgue integral \( \int_0^t v(s) \, ds \) is finite. The following result can be found in [15].

Lemma 3.5 Suppose that:

\[
v(t) \leq w_*(t) + w(t) \int_0^t \phi(t,s)v(s) \, ds, \ t \in [0,T],
\]

where \( \phi w, \phi w, \) and \( \phi v \) are locally integrable on the interval \([0,T]\). Here, all the functions are assumed to be nonnegative. Then:
\[ v(t) \leq w_*(t) + w(t) \left( \exp \int_0^t \phi(t,s)w(s) \, ds \right) \int_0^t \phi(t,s)w_*(s) \, ds, \quad t \in [0,T]. \]

**Lemma 3.6** Assume that \( v \) is a nonnegative, locally integrable function defined on \([0, T]\) and satisfying:

\[ v(t) \leq w_*(t) + K_0 \int_0^t (t-s)^{-\mu}v(s) \, ds, \quad t \in [0,T], \]

where \( K_0 \) is a positive constant and \( w_*(t) \) is a nonnegative and continuous function defined on \([0, T]\). Then, there exists a constant \( C \) such that:

\[ v(t) \leq w_*(t) + C \int_0^t (t-s)^{-\mu}w_*(s) \, ds, \quad t \in [0,T]. \]

Proof. We note that when \( 0 < \mu < 1 \), the integral \( \int_0^t (t-s)^{-\mu} \, ds \) is finite. From Lemma 3.5, we obtain the desired result directly.

**Lemma 3.7** Assume that \( v \) is a nonnegative, locally integrable function defined on \([-1, 1]\) and satisfying:

\[ v(t) \leq w_*(t) + K_0 \int_{-1}^t (t-s)^{-\mu}v(s) \, ds, \]

where \( K_0 \) is a positive constant and \( w_*(t) \) is a nonnegative and continuous function defined on \([-1, 1]\). Then, there exists a constant \( C \) such that:

\[ v(t) \leq w_*(t) + C \int_{-1}^t (t-s)^{-\mu}w_*(s) \, ds. \]

Proof. Let \( t = 2/T (x - 1), \ s = 2/T (\tau - 1) \), we obtain that:

\[ v(x) \leq w_*(x) + \tilde{K}_0 \left( \frac{2}{T} \right)^{1-\mu} \int_0^x (x-\tau)^{-\mu}v(\tau) \, d\tau, \quad x \in [0,T]. \]

Using Lemma 3.6 leads to:

\[ v(x) \leq w_*(x) + \tilde{C} \int_0^x (x-\tau)^{-\mu}w_*(\tau) \, d\tau, \quad x \in [0,T]. \]

By the linear transformation \( x = 2/T (t + 1), \ \tau = 2/T (s + 1) \), desired result follows. Obviously, when \( \mu = 0 \), the lemma 3.7 also holds.

To prove the error estimate in the weighted \( L^2 \)-norm, we need the generalized Hardy inequality with weights (see, e.g., [16, 17]).

**Lemma 3.8** For all measurable function \( f \geq 0 \), the following generalized Hardy inequality:

\[ \left( \int_a^b |(kf)(x)|^q \omega_1(x) \, dx \right)^{\frac{1}{q}} \leq C \left( \int_a^b |f(x)|^p \omega_2(x) \, dx \right)^{\frac{1}{p}}, \]

holds if and only if:
\[
\sup_{a \leq x < b} \left( \int_{x}^{b} \omega_1(t) \, dt \right) \left( \int_{a}^{x} \omega_2^{1-q'}(t) \, dt \right) \leq \infty, \quad q' = \frac{p}{p-1},
\]
for the case \(1 < p \leq q < \infty\). Here, \(k\) is an operator of the form:

\[
(kf)(x) = \int_{a}^{x} \rho(x, t) f(t) \, dt,
\]
with \(\rho(x, t)\) a given kernel, \(\omega_1, \omega_2\) weight functions, and \(-\infty \leq a < v \leq \infty\).

We will need the following estimate for the Lagrange interpolation associated with the Jacobi Gaussian collocation points.

**Lemma 3.9** For every bounded function \(v\), there exists a constant \(\mathcal{C}\) independent of \(v\) such that:

\[
\|I_N^{\alpha, \beta} v(t)\|_{L^\infty} = \left\| \sum_{j=0}^{N} v(t_j) F_j(t) \right\|_{L^\infty} \leq \begin{cases} \clog N \|v\|_{L^\infty}, & -1 < \alpha, \beta \leq -\frac{1}{2}, \\ cN^{\gamma+\frac{1}{2}} \|v\|_{L^\infty}, & \gamma = \max(\alpha, \beta), \text{ otherwise,} \end{cases}
\]

where \(F_j(t)\) is the Lagrange interpolation basis function associated with the Jacobi collocation points \(\{t_j\}_{j=0}^{N}\).

**Proof.** It is obvious that:

\[
\|I_N^{\alpha, \beta} v(t)\|_{L^\infty} = \left\| \sum_{j=0}^{N} |v(t_j) F_j(t)| \right\|_{L^\infty} \leq \max_{t \in [-1, 1]} \sum_{j=0}^{N} |v(t_j) F_j(t)| \\
\leq \left( \max_{t \in [-1,1]} \sum_{j=0}^{N} |F_j(t)| \right) \|v\|_{L^\infty}.
\]

By the Lemma 3.3, we obtain the desired result.

**Lemma 3.10** For every bounded function \(v\), there exists a constant \(\mathcal{C}\) independent of \(v\) such that:

\[
\|I_N^{\alpha, \beta} v(t)\|_{L^2_{\omega, \alpha, \beta}} \leq c \|v\|_{L^\infty},
\]

where \(F_j(t)\) is the Lagrange interpolation basis function associated with the Jacobi collocation points \(\{t_j\}_{j=0}^{N}\).

**Proof.** It is obvious that:

\[
\|I_N^{\alpha, \beta} v(t)\|_{L^2_{\omega, \alpha, \beta}}^2 = \int_{-1}^{1} (I_N^{\alpha, \beta} v)^2 \omega_{\alpha, \beta} \, dt = \sum_{j=0}^{N} \omega_j v^2(t_j) \omega_j \leq \|v\|_{L^\infty}^2 \sum_{j=0}^{N} \omega_j = \gamma_0 \|v\|_{L^\infty},
\]

where \(\gamma_0 = c_0 (I_0^{\alpha, \beta}, I_0^{\alpha, \beta}) \omega_{\alpha, \beta}\). As a consequence:

\[
\sup_N \|I_N^{\alpha, \beta} v(t)\|_{L^2_{\omega, \alpha, \beta}}^2 \leq C \|v\|_{L^\infty},
\]
4. Convergence for Jacobi pseudo-spectral-Galerkin method

As $I_{N}^{\mu,-\mu}$ is the interpolation operator which is based on the $(N+1)$-degree Jacobi-Gauss points with weight $\omega_{\mu,-\mu}$, in terms of Eqs. (13) and (14), the pseudo-spectral Galerkin solution $u_{N}, w_{N}$ satisfies:

$$
\begin{align*}
(u_{N}, v_{1})_{\omega_{\mu,-\mu}} - (I_{N}^{\mu,-\mu}(M_{N}u_{N} + \tilde{M}_{N}w_{N}), v_{1})_{\omega_{\mu,-\mu}} &= (I_{N}^{\mu,-\mu}y_{0}, v_{1})_{\omega_{\mu,-\mu}}, \\
(w_{N}, v_{2})_{\omega_{\mu,-\mu}} - (I_{N}^{\mu,-\mu}\tilde{M}_{N}u_{N}, v_{2})_{\omega_{\mu,-\mu}} &= (I_{N}^{\mu,-\mu}g(t), v_{2})_{\omega_{\mu,-\mu}}, \\
\forall (v_{1}, v_{2}) &\in P_{N}(\Lambda) \times P_{N}(\Lambda),
\end{align*}
$$

(24)

where:

$$
M_{N}u_{N} = Mu_{N} - (Mu_{N} - M_{N}u_{N}) = Mu_{N} - Q(t),
$$

with:

$$
Q(t) = Mu_{N} - M_{N}u_{N} = T \int_{-1}^{1} \left( t + \frac{1}{2} \right) a(\tau(t, \theta))u_{N}(\tau(t, \theta))d\theta
$$

$$
- \frac{T}{2} \sum_{j=0}^{N} \left( \frac{t + 1}{2} \right) a(\tau(t, \theta_{j}))u_{N}(\tau(t, \theta_{j}))\omega_{\mu,\mu}(\theta_{j})\omega_{j}
$$

$$
= \frac{T}{2} \left( \frac{t + 1}{2} \right) a(\tau(t, \cdot))\omega_{\mu,\mu}, u_{N}(\tau(t, \cdot))_{\omega_{\mu,-\mu}}
$$

$$
- \frac{T}{2} \left( \frac{t + 1}{2} \right) a(\tau(t, \cdot))\omega_{\mu,\mu}, u_{N}(\tau(t, \cdot))_{N},
$$

(25)

in which $(\cdot, \cdot)_{\omega_{\mu,-\mu}}$ represents the continuous inner product with respect to $\theta$, and $(\cdot, \cdot)_{N}$ is the corresponding discrete inner product defined by the Gauss-Jacobi quadrature formula. Similar to Eq. (25), we have that:

$$
\tilde{M}_{N}w_{N} = \tilde{M}w_{N} - (\tilde{M}w_{N} - \tilde{M}_{N}w_{N}) = \tilde{M}w_{N} - \tilde{Q}(t),
$$

with:

$$
\tilde{Q}(t) = \tilde{M}w_{N} - \tilde{M}_{N}w_{N} = T \int_{-1}^{1} \left( t + \frac{1}{2} \right) w_{N}(\tau(t, \theta))d\theta
$$

$$
- \frac{T}{2} \sum_{j=0}^{N} \left( \frac{t + 1}{2} \right) w_{N}(\tau(t, \theta_{j}))\omega_{\mu,\mu}(\theta_{j})\omega_{j}
$$

$$
= \frac{T}{2} \left( \frac{t + 1}{2} \right) \omega_{\mu,\mu}, w_{N}(\tau(t, \cdot))_{\omega_{\mu,-\mu}}
$$

$$
- \frac{T}{2} \left( \frac{t + 1}{2} \right) \omega_{\mu,\mu}, w_{N}(\tau(t, \cdot))_{N},
$$

(26)

and:
\[ M_N u_N = \tilde{M} u_N - (M u_N - \tilde{M} u_N) = \bar{M} u_N - \bar{Q}(t), \]

with:

\[ \bar{Q}(t) = \bar{M} u_N - \tilde{M} u_N = \left( \frac{T}{2} \right)^{1-\mu} \int_{-1}^{1} \left( \frac{t + 1}{2} \right)^{1-\mu} (1 - \theta)^{-\mu} K(t, \tau(t, \theta)) u_N(\tau(t, \theta)) d\theta \]

\[ - \left( \frac{T}{2} \right)^{1-\mu} \sum_{j=0}^{N} \left( \frac{t + 1}{2} \right)^{1-\mu} K(t, \tau(t, \theta)) \omega_{0, \mu} u_N(\tau(t, \theta)) \omega_j \]

\[ = \left( \frac{T}{2} \right)^{1-\mu} \omega_{-\mu, -\mu} \right\}

The combination of Eqs. (24)-(27) yields:

\[ \left\{ \begin{array}{l}
(u_N + I_N^{-\mu, -\mu} Q(t) - I_N^{-\mu, -\mu} M u_N + I_N^{-\mu, -\mu} \tilde{Q}(t) - I_N^{-\mu, -\mu} \tilde{M} w_N, v_1)_{\omega_{-\mu, -\mu}} \\
= (I_N^{-\mu, -\mu} y_0, v_1)_{\omega_{-\mu, -\mu}} \\
w_N + I_N^{-\mu, -\mu} \tilde{Q}(t) - I_N^{-\mu, -\mu} \tilde{M} u_N = I_N^{-\mu, -\mu} g(t), v_2)_{\omega_{-\mu, -\mu}}
\end{array} \right. \]

which gives rise to:

\[ \left\{ \begin{array}{l}
u_N + I_N^{-\mu, -\mu} Q(t) - I_N^{-\mu, -\mu} M u_N + I_N^{-\mu, -\mu} \tilde{Q}(t) - I_N^{-\mu, -\mu} \tilde{M} w_N = I_N^{-\mu, -\mu} y_0, \\
w_N + I_N^{-\mu, -\mu} \tilde{Q}(t) - I_N^{-\mu, -\mu} \tilde{M} u_N = I_N^{-\mu, -\mu} g(t).
\end{array} \right. \]

(28)

By the discussion above, Eqs. (14), (24) and (28) are equivalent.

We first consider an auxiliary problem. We want to find \( u_N, \tilde{w}_N \in P_N(\Lambda)\) such that:

\[ \left\{ \begin{array}{l}
(\tilde{u}_N, v_1)_N - (M \tilde{u}_N, v_1)_N - (\tilde{M} \tilde{w}_N, v_1)_N = (y_0, v_1)_N, \\
(\tilde{w}_N, v_2)_N - (M \tilde{u}_N, v_2)_N = (g(t), v_2)_N,
\end{array} \right. \]

\[ \forall (v_1, v_2) \in P_N(\Lambda) \times P_N(\Lambda), \]

where \( M, \tilde{M} \) and \( \tilde{M} \) are the integral operators defined in Section 2, and \( (\ldots)_N \) is still the discrete inner product based on the (\( N + 1 \))-degree Jacobi-Gauss points. In terms of the definition of \( I_N^{-\mu, -\mu} \), Eq. (29) can be written as:

\[ \left\{ \begin{array}{l}
(\tilde{u}_N, v_1)_N - (I_N^{-\mu, -\mu} M \tilde{u}_N, v_1)_N - (I_N^{-\mu, -\mu} \tilde{M} \tilde{w}_N, v_1)_N = (I_N^{-\mu, -\mu} y_0, v_1)_N, \\
(\tilde{w}_N, v_2)_N - (I_N^{-\mu, -\mu} \tilde{M} \tilde{u}_N, v_2)_N = (I_N^{-\mu, -\mu} g(t), v_2)_N,
\end{array} \right. \]

(30)

which is equivalent to:

\[ \left\{ \begin{array}{l}
\tilde{u}_N - I_N^{-\mu, -\mu} M \tilde{u}_N - I_N^{-\mu, -\mu} \tilde{M} \tilde{w}_N = I_N^{-\mu, -\mu} y_0, \\
\tilde{w}_N - I_N^{-\mu, -\mu} \tilde{M} \tilde{u}_N = I_N^{-\mu, -\mu} g(t).
\end{array} \right. \]

(31)

When \( y_0 = g = 0 \), Eq. (31) can be written as:
\[
\begin{align*}
\hat{u}_N - I_N^{-\mu,-\mu} M \hat{u}_N - I_N^{-\mu,-\mu} \tilde{M} \hat{w}_N &= 0, \\
\hat{w}_N - I_N^{-\mu,-\mu} \tilde{M} \hat{u}_N &= 0.
\end{align*}
\]

In terms of the fact that:

\[
\begin{align*}
\hat{u}_N - I_N^{-\mu,-\mu} M \hat{u}_N - I_N^{-\mu,-\mu} \tilde{M} \hat{w}_N &= \left( \hat{u}_N - M \hat{u}_N + (M \hat{u}_N - I_N^{-\mu,-\mu} M \hat{u}_N) - \tilde{M} \hat{w}_N \right), \\
\hat{w}_N - I_N^{-\mu,-\mu} \tilde{M} \hat{u}_N &= \hat{w}_N - \tilde{M} \hat{u}_N + (\tilde{M} \hat{u}_N - I_N^{-\mu,-\mu} \tilde{M} \hat{u}_N).
\end{align*}
\]

Suppose that:

\[
\max \left\{ \left( \frac{T}{2} \right)^{1-\mu} |K(t,s)|, \frac{T}{2} |a(t)|, \frac{T}{2} \right\} \leq L.
\]

It is clear that from Eq. (6)-(8):

\[
\begin{align*}
\hat{u}_N &= \frac{T}{2} \int_{-1}^{t} (a(s) \hat{u}_N(s) + \hat{w}_N(s)) ds + I_N^{-\mu,-\mu} M \hat{u}_N - M \hat{u}_N + I_N^{-\mu,-\mu} \tilde{M} \hat{w}_N - \tilde{M} \hat{w}_N, \\
\hat{w}_N &= \frac{T}{2} \int_{-1}^{t} (t-s)^{-\mu} K(t,s) \hat{u}_N(s) ds + I_N^{-\mu,-\mu} \tilde{M} \hat{u}_N - \tilde{M} \hat{u}_N,
\end{align*}
\]

which yields:

\[
(|\hat{u}_N| + |\hat{w}_N|) \leq c \int_{-1}^{t} ((t-s)^{-\mu} + 1)(|\hat{u}_N(s)| + |\hat{w}_N(s)|) ds + |I_1| + |I_2| + |I_3|,
\]

where \( I_1 = I_N^{-\mu,-\mu} M \hat{u}_N - M \hat{u}_N, \quad I_2 = I_N^{-\mu,-\mu} \tilde{M} \hat{w}_N - \tilde{M} \hat{w}_N, \quad I_3 = I_N^{-\mu,-\mu} \tilde{M} \hat{u}_N - \tilde{M} \hat{u}_N. \) Using Lemma 3.7 leads to:

\[
(|\hat{u}_N| + |\hat{w}_N|) \leq c \int_{-1}^{t} ((t-s)^{-\mu} + 1)(|I_1| + |I_2| + |I_3|) ds + |I_1| + |I_2| + |I_3| \\
\leq c(\|I_1\|_{L^\infty} + \|I_2\|_{L^\infty} + \|I_3\|_{L^\infty}),
\]

namely:

\[
\|\hat{u}_N| + |\hat{w}_N\|_{L^\infty} \leq c(\|I_1\|_{L^\infty} + \|I_2\|_{L^\infty} + \|I_3\|_{L^\infty}). \tag{32}
\]

We now estimate \( \|I_1\|_{L^\infty}, \|I_2\|_{L^\infty} \) and \( \|I_3\|_{L^\infty}. \) By virtue of Eqs. (22), (23) and Lemma 3.9, we obtain that:

\[
\|I_N^{-\mu,-\mu} \tilde{M} \hat{u}_N - \tilde{M} \hat{u}_N\|_{L^\infty} = \|(I - I_N^{-\mu,-\mu}) \tilde{M} \hat{u}_N\|_{L^\infty} = \|(I - I_N^{-\mu,-\mu}) (\tilde{M} \hat{u}_N - \tau_N \tilde{M} \hat{u}_N)\|_{L^\infty} \\
\leq (1 + \|I_N^{-\mu,-\mu}\|_{L^\infty}) \|\tilde{M} \hat{u}_N - \tau_N \tilde{M} \hat{u}_N\|_{L^\infty} \\
\leq \begin{cases} \\
\frac{1}{\log N} \|\tilde{M} \hat{u}_N - \tau_N \tilde{M} \hat{u}_N\|_{L^\infty} \leq c \log N \|\hat{u}_N\|_{L^\infty}, \quad -1 < -\mu < -\frac{1}{2}, \\
\frac{1}{N^{1-\mu}} \|\tilde{M} \hat{u}_N - \tau_N \tilde{M} \hat{u}_N\|_{L^\infty} \leq c N^{1-\mu} \|\hat{u}_N\|_{L^\infty}, \quad -\frac{1}{2} < -\mu < 0.
\end{cases}
\]

Similarly:
\[ \begin{align*}
\| I_N^{-\mu,-\mu} \hat{M} \hat{w}_N - \hat{M} \hat{w}_N \|_{L^\infty} & \leq \begin{cases} 
\log N N^{-\kappa} \| \hat{w}_N \|_{L^\infty}, & -1 < -\mu \leq -\frac{1}{2}, \\
\frac{1}{cN^{\frac{1}{2} - \kappa - \mu}} \| \hat{w}_N \|_{L^\infty}, & -\frac{1}{2} < -\mu < 0,
\end{cases}
\end{align*} \]

and:
\[ \| I_N^{-\mu,-\mu} \hat{M} \hat{u}_N - \hat{M} \hat{u}_N \|_{L^\infty} \leq \begin{cases} 
\log N N^{-\kappa} \| \hat{u}_N \|_{L^\infty}, & -1 < -\mu \leq -\frac{1}{2}, \\
\frac{1}{cN^{\frac{1}{2} - \kappa - \mu}} \| \hat{u}_N \|_{L^\infty}, & -\frac{1}{2} < -\mu \leq 0.
\end{cases} \]

These, together with Eq. (32), give:
\[ \| |\hat{u}_N| + |\hat{w}_N| \|_{L^\infty} \leq \begin{cases} 
\log N N^{-\kappa} \| |\hat{u}_N| + |\hat{w}_N| \|_{L^\infty}, & -1 < -\mu \leq -\frac{1}{2}, \\
\frac{1}{cN^{\frac{1}{2} - \kappa - \mu}} \| |\hat{u}_N| + |\hat{w}_N| \|_{L^\infty}, & -\frac{1}{2} < -\mu < 0,
\end{cases} \]

which implies, taking \( \mu, \kappa \in (0, 1 - \mu) \) such that \( \mu + \kappa > 1/2 \), when \( N \) is large enough, \( \hat{u}_N = \hat{w}_N = 0 \). Hence, the \( \hat{u}_N \) and \( \hat{w}_N \) are existent and unique as \( P_N(\Lambda) \) is finite-dimensional.

**Lemma 4.1.** Suppose that \( u \in H^m_{\omega - \mu}(-\mu)(\Lambda) \) and:

\[ \max \left\{ \left( \frac{T}{2} \right)^{1 - \mu} |K(t, s)|, \frac{T}{2} |a(t)|, \frac{T}{2} \right\} \leq L, \]

then we have:
\[ \| |u - \hat{u}_N| + |w - \hat{w}_N| \|_{L^\infty} \leq \begin{cases} 
\log N N^{-\frac{3}{2} - m} (\| u \|_{m, \infty} + \| w \|_{m, \infty}), & -1 < -\mu \leq -\frac{1}{2}, \\
\frac{1}{cN^{\frac{3}{2} - m}} (\| u \|_{m, \infty} + \| w \|_{m, \infty}), & -\frac{1}{2} < -\mu < 0,
\end{cases} \]

\[ \| |u - \hat{u}_N| + |w - \hat{w}_N| \|_{L^2_{\omega - \mu, -\mu}} \leq \begin{cases} 
\log N N^{-m} \left( \| \partial_t^m u \|_{L^2_{\omega m, -\mu, -\mu}} + \| \partial_t^m w \|_{L^2_{\omega m, -\mu, -\mu}} \right), & -1 < -\mu \leq -\frac{1}{2}, \\
\log N N^{-m} \left( \| \partial_t^m u \|_{L^2_{\omega m, -\mu, -\mu}} + \| \partial_t^m w \|_{L^2_{\omega m, -\mu, -\mu}} \right), & -\frac{1}{2} < -\mu < 0.
\end{cases} \]

Proof. Subtracting Eq. (31) from Eq. (3) yields:
\[ \begin{align*}
\left\{ 
\begin{aligned}
&u(t) - \hat{u}_N + I_N^{-\mu,-\mu} M \hat{u}_N + I_N^{-\mu,-\mu} M \hat{w}_N - Mu - \hat{M} w(t) = y_0 - I_N^{-\mu,-\mu} y_0, \\
&w - \hat{w}_N + I_N^{-\mu,-\mu} M \hat{u}_N - \hat{M} u = g(t) - I_N^{-\mu,-\mu} g(t).
\end{aligned}
\right.
\end{align*} \]

Set \( \varepsilon = u(t) - \hat{u}_N, \hat{\varepsilon} = w(t) - \hat{w}_N \). Direct computation shows that:
\[Mu - I_N^{-\mu,\mu} \tilde{M}_u + \tilde{M} w - I_N^{-\mu,\mu} \tilde{M}_N = \tilde{M} u - I_N^{-\mu,\mu} \tilde{M}_u + M(u - \tilde{u}_N) + \tilde{M}w - I_N^{-\mu,\mu} \tilde{M}w + I_N^{-\mu,\mu} \tilde{M}(w - \tilde{w}_N) \]
\[= Mu - I_N^{-\mu,\mu} Mu + I_N^{-\mu,\mu} M(u - \tilde{u}_N) + \tilde{M}w - I_N^{-\mu,\mu} \tilde{M}w + I_N^{-\mu,\mu} M(u - \tilde{u}_N) \]
\[+ \tilde{M}(w - \tilde{w}_N) - \tilde{M} (w - \tilde{w}_N) - [\tilde{M} (w - \tilde{w}_N) - I_N^{-\mu,\mu} \tilde{M}(w - \tilde{w}_N)] \]
\[= u - y_0 - I_N^{-\mu,\mu} (u - y_0) + M(u - \tilde{u}_N) - [\tilde{M} (u - \tilde{u}_N) - I_N^{-\mu,\mu} \tilde{M}(u - \tilde{u}_N)] \]
\[+ \tilde{M}(w - \tilde{w}_N) - \tilde{M} (w - \tilde{w}_N) - [\tilde{M} (w - \tilde{w}_N) - I_N^{-\mu,\mu} \tilde{M}(w - \tilde{w}_N)] \]
\[= u - I_N^{-\mu,\mu} u + M\varepsilon - [M\varepsilon - I_N^{-\mu,\mu} M\varepsilon] + \tilde{M}\varepsilon - [\tilde{M}\varepsilon - I_N^{-\mu,\mu} \tilde{M}\varepsilon], \] (36)

and:
\[
\tilde{M} u - I_N^{-\mu,\mu} \tilde{M} u = \tilde{M} u - I_N^{-\mu,\mu} \tilde{M} u + I_N^{-\mu,\mu} \tilde{M} (u - \tilde{u}_N) = w - g(t) - I_N^{-\mu,\mu} (w - g(t)) + \tilde{M}(u - \tilde{u}_N) - [\tilde{M} (u - \tilde{u}_N) - I_N^{-\mu,\mu} \tilde{M}(u - \tilde{u}_N)] \]
\[= w - I_N^{-\mu,\mu} w - g(t) + I_N^{-\mu,\mu} g(t) + \tilde{M}\varepsilon - [\tilde{M}\varepsilon - I_N^{-\mu,\mu} \tilde{M}\varepsilon]. \] (37)

The insertion of Eqs. (36), (37) into Eq. (35) yields:
\[
\begin{align*}
\varepsilon &= u - I_N^{-\mu,\mu} u + M\varepsilon - [M\varepsilon - I_N^{-\mu,\mu} M\varepsilon] + \tilde{M}\varepsilon - [\tilde{M}\varepsilon - I_N^{-\mu,\mu} \tilde{M}\varepsilon], \\
\dot{\varepsilon} &= w - I_N^{-\mu,\mu} w + \tilde{M}\varepsilon - [\tilde{M}\varepsilon - I_N^{-\mu,\mu} \tilde{M}\varepsilon],
\end{align*}
\]

which implies that:
\[
|\varepsilon| + |\dot{\varepsilon}| \leq |J_1| + |J_2| + |J_3| + |J_4| + |J_5| + c \int_{-1}^{t} ((t - s)^{-\mu} + 1)(|\varepsilon(s)| + |\dot{\varepsilon}(s)|)ds, \] (38)

where:
\[
\begin{align*}
J_1 &= u - I_N^{-\mu,\mu} u, \\
J_2 &= M\varepsilon - I_N^{-\mu,\mu} M\varepsilon, \\
J_3 &= \tilde{M}\varepsilon - I_N^{-\mu,\mu} \tilde{M}\varepsilon, \\
J_4 &= w - I_N^{-\mu,\mu} w, \\
J_5 &= \tilde{M}\varepsilon - I_N^{-\mu,\mu} \tilde{M}\varepsilon.
\end{align*}
\]

Using Lemma 3.7 gives:
\[
|\varepsilon| + |\dot{\varepsilon}| \leq |J_1| + |J_2| + |J_3| + |J_4| + |J_5| + c \int_{-1}^{t} ((t - s)^{-\mu} + 1)(|J_1| + |J_2| + |J_3| + |J_4| + |J_5|)ds. \] (39)

Then, it follows from Eq. (39) that:
\[
\|\varepsilon\| + \|\dot{\varepsilon}\|_{L^\infty} \leq c \left( \|u - I_N^{-\mu,\mu} u\|_{L^\infty} + \|M\varepsilon - I_N^{-\mu,\mu} M\varepsilon\|_{L^\infty} + \|\tilde{M}\varepsilon - I_N^{-\mu,\mu} \tilde{M}\varepsilon\|_{L^\infty} \right) + \right| w - I_N^{-\mu,\mu} w \right|_{L^\infty} + \|\tilde{M}\varepsilon - I_N^{-\mu,\mu} \tilde{M}\varepsilon\|_{L^\infty} \] (40)

By using Eq. (18), Lemma 3.9, we obtain that:
\[
\|u - I_N^{-\mu,\mu} u\|_{L^\infty} = \|(I - I_N^{-\mu,\mu})(u - P_N u)\|_{L^\infty} \leq c \left( 1 + \| (1 - I_N^{-\mu,\mu}) \|_{L^\infty} \right) \|u - P_N u\|_{L^\infty} \leq \begin{cases} \log N N_4^{\frac{3}{m}} \|u\|_{m,\infty}, & -1 < -\mu \leq -\frac{1}{2}, \\ cN^5 N_4^{\frac{-m}{1}} \|u\|_{m,\infty}, & -\frac{1}{2} < -\mu < 0, \end{cases} \] (41)
and:

$$\|w - I_N^{-\mu,-\mu}w\|_{L^\infty} \leq \begin{cases} 
\clog NN^{3/4-m}\|w\|_{m,\infty}, & -1 < -\mu \leq -\frac{1}{2}, \\
\frac{5}{2}N^{3/4-m}\|w\|_{m,\infty}, & -\frac{1}{2} < -\mu < 0. 
\end{cases} \quad (42)$$

We now estimate $J_5$ it is clear that $\varepsilon \in C[0, T]$. Consequently, using Eqs. (22), (23) and Lemma 3.9 it follows that:

$$\|J_5\|_{L^\infty} = \|(I - I_N^{-\mu,-\mu})(\overline{M}\varepsilon - \tau_N\overline{M}\varepsilon)\|_{L^\infty} \leq \left(1 + \|I_N^{-\mu,-\mu}\|_{L^\infty}\right)\|\overline{M}\varepsilon - \tau_N\overline{M}\varepsilon\|_{L^\infty}$$

$$\leq c \left(1 + \|I_N^{-\mu,-\mu}\|_{L^\infty}\right)N^{-k}\|\overline{M}\varepsilon\|_{0,k} \leq \begin{cases} 
\clog NN^{-k}\|\varepsilon\| + |\hat{\varepsilon}|\|\overline{M}\varepsilon\|_{L^\infty}, & -1 < -\mu \leq -\frac{1}{2}, \\
\frac{1}{2}N^{2k-\mu}\|\varepsilon\| + |\hat{\varepsilon}|\|\overline{M}\varepsilon\|_{L^\infty}, & -\frac{1}{2} < -\mu < 0, 
\end{cases} \quad (43)$$

where $\kappa \in (0, 1 - \mu)$ and $\tau_N M\varepsilon \in P_N(\Lambda)$. Eq. (43) also holds for $\|J_2\|_{L^\infty}$ and $\|J_3\|_{L^\infty}$. Taking $\mu$, $\kappa \in (0, 1 - \mu)$ such that $\kappa + \mu > 1/2$, the estimate Eq. (33) follows from Eqs. (40)-(43), provider that $N$ is large enough.

Next we prove Eq. (34). Using the generalized Gronwall inequality (Lemma 3.8), we have from Eq. (38) that:

$$\|\varepsilon\| + |\hat{\varepsilon}|\|\overline{M}\varepsilon\|_{L^\infty} \leq c \left(\|J_1\|_{L^\infty} + \|J_2\|_{L^\infty} + \|J_3\|_{L^\infty} + \|J_4\|_{L^\infty} + \|J_5\|_{L^\infty} + \|\varepsilon\| + |\hat{\varepsilon}|\|\overline{M}\varepsilon\|_{L^\infty} \right)^2$$

$$+ \|J_5\|_{L^\infty} \leq c \left(\|J_1\|_{L^\infty} + \|J_2\|_{L^\infty} + \|J_3\|_{L^\infty} + \|J_4\|_{L^\infty} + \|\varepsilon\| + |\hat{\varepsilon}|\|\overline{M}\varepsilon\|_{L^\infty} \right)^2.$$  \quad (44)

We obtain that from Eqs. (22), (23) and Lemma 3.10:

$$\|J_5\|_{L^\infty} = \|(I - I_N^{-\mu,-\mu})\overline{M}\varepsilon\|_{L^\infty} \leq \|(I - I_N^{-\mu,-\mu})(\overline{M}\varepsilon - \tau_N\overline{M}\varepsilon)\|_{L^\infty}$$

$$\leq c\|\overline{M}\varepsilon - \tau_N\overline{M}\varepsilon\|_{L^\infty} \leq cN^{-k}\|\varepsilon\| + |\hat{\varepsilon}|\|\overline{M}\varepsilon\|_{L^\infty},$$

$$\|J_2\|_{L^\infty} \leq cN^{-k}\|\varepsilon\| + |\hat{\varepsilon}|\|\overline{M}\varepsilon\|_{L^\infty}, \quad \|J_3\|_{L^\infty} \leq cN^{-k}\|\varepsilon\| + |\hat{\varepsilon}|\|\overline{M}\varepsilon\|_{L^\infty}.$$  

These result, together with the estimates Eqs. (33), (44) and (19), yields (34).

Now subtracting Eq. (28) from Eq. (31) leads to:

$$\left\{ \begin{array}{l}
\tilde{u}_N - u_N - I_N^{-\mu,-\mu}Q(t) + I_N^{-\mu,-\mu}Mu_N - I_N^{-\mu,-\mu}M\tilde{u}_N \\
- I_N^{-\mu,-\mu}\tilde{Q}(t) + I_N^{-\mu,-\mu}\overline{M}w_N - I_N^{-\mu,-\mu}\overline{M}\tilde{w}_N = 0 \\
\tilde{w}_N - w_N - I_N^{-\mu,-\mu}\tilde{Q}(t) - I_N^{-\mu,-\mu}\overline{M}\tilde{u}_N + I_N^{-\mu,-\mu}\overline{M}w_N = 0,
\end{array} \right.$$  

which can be simplified as, by setting $E = \tilde{u}_N - u_N$, $E_1 = \tilde{w}_N - w_N$:

$$\left\{ \begin{array}{l}
E - I_N^{-\mu,-\mu}Q(t) - I_N^{-\mu,-\mu}\tilde{Q}(t) - I_N^{-\mu,-\mu}ME - I_N^{-\mu,-\mu}\overline{M}E_1 = 0,
E_1 - I_N^{-\mu,-\mu}\tilde{Q}(t) - I_N^{-\mu,-\mu}\overline{M}E_1 = 0.
\end{array} \right.$$  \quad (45)

Let $e_N = u - u_N$ and $\hat{e}_N = w - w_N$ be the error corresponding to the Jacobi pseudo-spectral Galerkin solution $u_N$, $w_N$ of Eq. (14). Now we are prepared to get our global convergence result for problem Eq. (3).

**Theorem 4.1.** Suppose that:
max \left\{ \left( \frac{T}{2} \right)^{1-\mu} |K(t,s)|, \frac{T}{2} |a(t)|, \frac{T}{2} \right\} \leq L,

and the solution of Eq. (3) is sufficiently smooth. For the Jacobi pseudo spectral Galerkin solution defined in Eq. (14), we have the following estimates:

1) $L^\infty$ norm of $|e_N| + |\vec{e}_N|$ satisfies:

$$||e_N| + |\vec{e}_N||_{L^\infty} \leq \begin{cases} \left( \frac{1}{cN} \log NN^{\frac{1}{2}-m} \left( \|u\|_{m,\infty} + \|w\|_{m,\infty} \right) \right), \\ + \frac{c}{cN} \log NN^{-m} \left( \|u\|_{m,\infty} + \|w\|_{L^\infty} \right), \end{cases} \quad \begin{cases} -1 < -\mu \leq -\frac{1}{2}, \\ -\frac{1}{2} \leq -\mu \leq 0. \end{cases} \quad (46)$$

2) $L^2_{\omega-\mu,-\mu}$ norm of $|e_N| + |\vec{e}_N|$ satisfies:

$$||e_N| + |\vec{e}_N||_{L^2_{\omega-\mu,-\mu}} \leq \begin{cases} \left( \frac{1}{cN} \log NN^{-m} \left( \|u\|_{m,\infty} + \|w\|_{L^\infty} \right) \right), \\ + \frac{c}{cN} \log NN^{-m} \left( \|u\|_{m,\infty} + \|w\|_{L^\infty} \right), \end{cases} \quad \begin{cases} -1 < -\mu \leq -\frac{1}{2}, \\ -\frac{1}{2} \leq -\mu \leq 0. \end{cases} \quad (47)$$

Proof. We first prove the existence and uniqueness of the Jacobi pseudo-spectral Galerkin solution $u_N, w_N$. As the dimension of $P_N(\Lambda)$ is finite and Eqs. (14) and (28) are equivalent, we only need to prove that the solution of Eq. (28) is $u_N = w_N = 0$ when $g = y_0 = 0$.

For this purpose, we consider the equation:

$$\begin{cases} u_N + l_N^{-\mu,-\mu} Q(t) - l_N^{\mu,-\mu} M u_N + l_N^{-\mu,-\mu} \tilde{Q}(t) - l_N^{\mu,-\mu} \tilde{M} w_N = 0, \\ w_N + l_N^{-\mu,-\mu} \tilde{Q}(t) - l_N^{\mu,-\mu} \tilde{M} u_N = 0. \end{cases} \quad (48)$$

Obviously Eq. (48) can be written as:

$$u_N - M u_N - \tilde{M} w_N = l_N^{\mu,-\mu} M u_N + l_N^{-\mu,-\mu} w_N - l_N^{\mu,-\mu} \tilde{M} w_N - l_N^{-\mu,-\mu} \tilde{Q}(t) = R_1 + R_2 + R_3 + R_4,$$

and:

$$w_N - \tilde{M} u_N = l_N^{-\mu,-\mu} \tilde{M} u_N - \tilde{M} u_N - l_N^{-\mu,-\mu} \tilde{Q}(t) = R_5 + R_6,$$

namely:
\[
\begin{aligned}
{u_N} &= \frac{T}{2} \int_{-1}^{t} (a(s)u_N(s) + w_N(s))ds + R_1 + R_2 + R_3 + R_4, \\
{w_N} &= \left(\frac{T}{2}\right)^{1-\mu} \int_{-1}^{t} (t-s)^{-\mu}k(t,s)u_N(s)ds + R_5 + R_6.
\end{aligned}
\] (49)

With:
\[
R_1 = I_N^{\mu,-\mu}M_uN - MU_N, \quad R_2 = I_N^{\mu,-\mu}\tilde{M}w_N - \tilde{M}w_N, \quad R_3 = -I_N^{\mu,-\mu}Q(t),
\]
\[
R_4 = -I_N^{\mu,-\mu}\tilde{Q}(t), \quad R_5 = I_N^{\mu,-\mu}\tilde{M}u_N - \tilde{M}u_N, \quad R_6 = -I_N^{\mu,-\mu}\tilde{Q}(t).
\]

Using Eq. (49) gives:
\[
\begin{aligned}
&\left\{ |u_N| \leq |R_1| + |R_2| + |R_3| + |R_4| + L \int_{-1}^{t} (|u_N(s)| + |w_N(s)|)ds, \\
&\left\{ |w_N| \leq |R_5| + |R_6| + L \int_{-1}^{t} (t-s)^{-\mu}(|u_N(s)| + |w_N(s)|)ds.
\end{aligned}
\] (50)

Namely:
\[
\left\{ |u_N| + |w_N| \right\|_{L^\infty} \leq |R_1| + |R_2| + |R_3| + |R_4| + |R_5| + |R_6| + cL \int_{-1}^{t} ((t-s)^{-\mu} + 1)(|u_N(s)| + |w_N(s)|)ds.
\]

Using Lemma 3.7 yields:
\[
\left\| (|u_N| + |w_N|) \right\|_{L^\infty} \leq c \left( |R_1| + |R_2| + |R_3| + |R_4| + |R_5| + |R_6| \right). 
\] (51)

On the other hand, according to Lemma 3.9:
\[
\left\| R_6 \right\|_{L^\infty}^2 = \left\| -I_N^{\mu,-\mu}\tilde{Q}(t) \right\|_{L^\infty}^2 \leq \begin{cases} 
\frac{c(\log N)^2}{2} \left\| \tilde{Q}(t) \right\|_{L^\infty}^2, & -1 < -\mu \leq -\frac{1}{2}, \\
\frac{cN^{1-2\mu}}{2} \left\| \tilde{Q}(t) \right\|_{L^\infty}^2, & -\frac{1}{2} < -\mu < 0.
\end{cases} 
\] (52)

By the expression of \(\tilde{Q}(t)\) in Eq. (25), Lemma 3.2, we have:
\[
\left\| \tilde{Q}(t) \right\| \leq cN^{-m} \sqrt{\frac{t+1}{2}} \left\| \partial_\theta^m \left( k(\tau(t,\theta)) \omega_{0,\mu}(\theta) \right) \right\|_{L^2_{0,m},m,-\mu} \left\| u_N \right\|_{L^2_{\omega,m,-\mu}},
\]

which, together with Eq. (52), gives:
\[
\left\| R_6 \right\|_{L^\infty} \leq \begin{cases} 
\frac{c\log NN^{-m}}{2} \left\| (|u_N| + |w_N|) \right\|_{L^\infty}, & -1 < -\mu \leq -\frac{1}{2}, \\
\frac{cN^{-m}}{2} \left\| u_N \right\|_{L^\infty} \leq cN^{-m} \left\| (|u_N| + |w_N|) \right\|_{L^\infty}, & -\frac{1}{2} < -\mu < 0.
\end{cases} 
\] (53)
Similarly, Eq. (53) holds for $||R_3||_{L^\infty}$ and $||R_4||_{L^\infty}$.

The combination of Eqs. (43) and (53) yields:

$$
||(|u_N| + |w_N|)||_{L^\infty} \leq \left\{ \begin{array}{ll}
c(\log NN^{-m} + \log NN^{-k})||(|u_N| + |w_N|)||_{L^\infty}, & -1 < -\mu \leq -\frac{1}{2}, \\
c \left( N^\frac{1}{2} - m - N^\frac{1}{2} - k \right)||(|u_N| + |w_N|)||_{L^\infty}, & -\frac{1}{2} < -\mu < 0.
\end{array} \right.
$$

(54)

Based on Eq. (54) and Lemma 3.4 with $\kappa + \mu > 1/2$, when $N$ is large enough, $u_N = w_N = 0$. As a result, the existence and uniqueness of the Jacobi pseudo-spectral Galerkin solutions $u_N$, $w_N$ are proved.

Now we turn to the $L^\infty$ error estimate. Actually Eq. (45) can be transformed into:

$$
\left\{ \begin{array}{l}
E = \left( \frac{T}{2} \right) \int_{-1}^{t} (a(s) E_N(s) + E_1(s)) ds - ME + I_N^{-\mu, -\mu} ME, \\
-\tilde{M} E_1 + I_N^{-\mu, -\mu} \tilde{M} E_1 + I_N^{-\mu, -\mu} Q(t) + I_N^{-\mu, -\mu} \tilde{Q}(t), \\
E = \left( \frac{T}{2} \right)^{1-\mu} \int_{-1}^{t} (t - s)^{-\mu} k(t, s) E(s) ds - \tilde{M} E + I_N^{-\mu, -\mu} \tilde{M} E + I_N^{-\mu, -\mu} \tilde{Q}(t),
\end{array} \right.
$$

(55)

which yields:

$$
|E| + |E_1| \leq c \int_{-1}^{t} ((t - s)^{-\mu} + 1) (|E| + |E_1|) ds + |R_7| + |R_8| + |R_9| + |R_3| + |R_4| + |R_6|,
$$

(56)

with $R_7 = I_N^{-\mu, -\mu} ME - ME, R_8 = I_N^{-\mu, -\mu} \tilde{M} E_1 - \tilde{M} E_1, R_9 = I_N^{-\mu, -\mu} \tilde{M} E - \tilde{M} E$.

Similar to Eq. (52), it follows from Eq. (56) and Lemma 3.7 that:

$$
||E||_{L^\infty} \leq c(||R_7||_{L^\infty} + ||R_8||_{L^\infty} + ||R_9||_{L^\infty} + ||R_3||_{L^\infty} + ||R_4||_{L^\infty} + ||R_6||_{L^\infty}).
$$

(57)

Similar to the estimate of Eq. (43), we obtain:

$$
||R_9||_{L^\infty} \leq \left\{ \begin{array}{ll}
c \log NN^{-k} \|E\|_{L^\infty}, & -1 < -\mu < -\frac{1}{2}, \\
c N^{\frac{1}{2} - k} \|E\|_{L^\infty}, & -\frac{1}{2} < -\mu < 0.
\end{array} \right.
$$

(58)

It also holds for $R_7$ and $R_8$. In terms of Eqs. (53), (57) and (58), when $N$ is large enough, we obtain:

$$
||E||_{L^\infty} \leq \left\{ \begin{array}{ll}
c \log NN^{-m} \|(|u_N| + |w_N|)||_{L^\infty} \leq c \log NN^{-m} \|(|u| + |w|)||_{L^\infty} \leq c \log NN^{-m} \|(|u| + |w|)||_{L^\infty}, & -1 < -\mu \leq -\frac{1}{2}, \\
c N^{\frac{1}{2} - m} \|(|u_N| + |w_N|)||_{L^\infty} \leq c N^{\frac{1}{2} - m} \|(|u| + |w|)||_{L^\infty}, & -\frac{1}{2} < -\mu < 0
\end{array} \right.
$$

(59)

By the triangular inequality:
\[\left\|u - u_N\right\| + \left\|w - w_N\right\| \leq \left\|u - \tilde{u}_N\right\| + \left\|w - \tilde{w}_N\right\| + \left\|E\right\| + \left\|E_1\right\|, \quad (60)\]

as well as Eqs. (59), (60) and Lemma 4.1, we can obtain the estimated Eq. (46) provided \(N\) is sufficiently large.

Next we prove Eq. (47). Using Lemma 3.7 and the generalized Hardy inequality (Lemma 3.8, \(p = q = 2\)), one obtains that from Eq. (56):

\[\left\|E\right\| + \left\|E_1\right\| \leq c \left( \left\|R_7\right\|_{L^{\omega, -\mu}}^2 + \left\|R_8\right\|_{L^{\omega, -\mu}}^2 + \left\|R_9\right\|_{L^{\omega, -\mu}}^2 + \left\|R_3\right\|_{L^{\omega, -\mu}}^2 + \left\|R_4\right\|_{L^{\omega, -\mu}}^2 + \left\|R_6\right\|_{L^{\omega, -\mu}}^2 + \left\|E\right\| + \left\|E_1\right\| \right), \quad (61)\]

The combination of Eqs. (53), (58) and (59) yields:

\[\left\|E\right\| + \left\|E_1\right\| \leq c \left\{ \log N \left( \left\|\left|u\right| + \left|w\right|\right\|_{L^{\omega, -\mu}} + \left\|\left|e_N\right| + \left|\tilde{e}_N\right|\right\|_{L^{\omega, -\mu}} \right) \right\}, \quad -1 < -\mu \leq -\frac{1}{2}, \quad (62)\]

By the triangular inequality again:

\[\left\|e_N\right\| + \left\|\tilde{e}_N\right\| \leq \left\{ \left(\left|u - \tilde{u}_N\right| + \left|w - \tilde{w}_N\right|\right)\right\} \leq \left\{ \left\|e_N\right\| + \left\|\tilde{e}_N\right\| \right\}, \quad -1 < -\mu < 0. \quad (63)\]

In terms of Eqs. (46), (62), (63) and Lemma 4.1, we obtain the desired result.

5. Numerical results

We give two numerical examples to confirm our analysis.

Example 1. Consider the Volterra integro-differential equation:

\[u'(t) = 2tu(t) + (1 - 2t)e^t - \frac{4}{3}(1 + t)^3 + \int_{-1}^{t} (t - \tau)^{-\frac{1}{4}} e^{-\tau} u(t) d\tau. \]

The exact solution is \(u(t) = e^t\). Fig. 1 shows the errors \(u - u_N\) of approximate solution in \(L^{\infty}\) and Fig. 2 shows the errors weighted \(L^{2, \omega, -\mu}\) norms obtained by using the Pseudo-spectral methods described above. It is observed that the desired exponential rate of convergence is obtained.

Example 2. Consider the Volterra equation integro-differential equation:

\[u'(t) = e^t u(t) - \frac{16}{5}(1 + t)^{\frac{5}{4}} + 4(1 + t)^{\frac{1}{4}} \]

\[\left(\sin(t) + e^t \cos(t)\right) + \int_{-1}^{t} (t - \tau)^{-\frac{3}{4}} \cos(\tau) u(t) d\tau. \]

The corresponding exact solution is given by \(u(t) = \cos(t)\). Fig. 3 and Fig. 4 plot the errors \(u - u_N\) for \(2 \leq N \leq 14\) in \(L^{\infty}\) and \(L^{2, \omega, -\mu}\) norms. Once again the desired spectral accuracy is obtained.
Fig. 1. $L^\infty$ error of Example 1

Fig. 2. $L^2_{\omega-\mu-\mu}$ error of Example 1

Fig. 3. $L^\infty$ error of Example 2

Fig. 4. $L^2_{\omega-\mu-\mu}$ error of Example 2

6. Concluding remarks

This work is concerned with the Jacobi pseudospectral-Galerkin methods for solving Volterra-type integro-differential equation and the error analysis. To facilitate the use of the methods, we first restate the original integro-differential equation as two simple integral equations of the second kind, then the spectral accuracy associated with $L^\infty$ and $L^2_{\omega-\mu-\mu}$ error estimates are demonstrated theoretically. These results are confirmed by some numerical experiments.

We only investigated the case when the solution is smooth in the present work, with the availability of this methodology, it will be possible to extend the results of this paper to the weakly singular VIDEs with nonsmooth solutions which will be the subject of our future work.
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