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Abstract. To solve the diagnosis problem of fault classification for aero-engine vibration over standard during test, a fault diagnosis classification approach based on kernel principal component analysis (KPCA) feature extraction and multi-support vector machines (SVM) is proposed, which extracted the feature of testing cell standard fault samples through exhausting the capability of nonlinear feature extraction of KPCA. By computing inner product kernel functions of original feature space, the vibration signal of rotor is transformed from principal low dimensional feature space to high dimensional feature spaces by this nonlinear map. Then, the nonlinear principal components of original low dimensional space are obtained by performing PCA on the high dimensional feature spaces. During muti-SVM training period, as eigenvectors, the nonlinear principal components are separated into training set and test set, and penalty parameter and kernel function parameter are optimized by adopting genetic optimization algorithm. A high classification accuracy of training set and test set is sustained and over-fitting and under-fitting are avoided. Experiment results indicate that this method has good performance in distinguishing different aero-engine fault mode, and is suitable for fault recognition of a high speed rotor.
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1. Introduction

With the increasing complexity of structural forms of rotating machinery equipment and increasing running speed, the damage of components has been increasing significantly. Monitoring technology can provide effective warning information in the initial stage of fault to reduce the losses [1]. As the monitoring process is needed to measure many variables, there is a correlation between different variables, and if many correlative variables can be reduced to a few independent variables, which removes the redundant information obtained in the monitoring process [2], then we can find the root cause of fault from the remaining independent variables.

Now the most frequently used variable dimension reduction methods are all linear dimension-reduction methods, assuming that there is a linear correlation between variables in each process, and then the adopted dimensionality reduction and extraction of independent variables can realize the process monitoring and diagnosis [3]. For some high-speed rotating machinery such as aero-engine, the existence of many strong nonlinear excitation sources such as oil-film force and flow induced force in high-speed rotor system will cause many nonlinear features of rotor system. When a fault occurs in a rotor system such as the occurrence of rub-impact, surge, imbalance, and other faults, as well as the coupling faults, nonlinear problems, will become more prominent [4], so that it is necessary to use nonlinear methods to perform monitoring and analysis on system.

Kernel Principal Component Analysis (KPCA) feature extraction is more suitable for extracting nonlinear features in data in nonlinear fault feature extraction [5]. Support Vector Machine can achieve good classification results in case of a few training samples [6], and it has a strong generalization and anti-interference ability, which can demonstrate a unique advantage in
solving classification problems of a small sample.

A vibration fault diagnosis approach for aero-engine based on Kernel Principal Component Analysis feature extraction and Support Vector Machines (SVM) classifiers is proposed in this paper, and this method takes advantage of the nonlinear feature extraction capability of KPCA to construct an eigenvector and a good classification, with learning and generalization for small samples of Support Vector Machine, which solves problems of small samples and nonlinear mode recognition in fault diagnosis of aero-engine test cell and achieves accurate state recognition of equipment. The test result for test cell shows that this method is feasible.

2. KPCA feature extraction

Fault diagnosis changes a system into a fault mode according to a set of measured eigenvector reflecting the working state of system and it is a mode classification problem. Vibration fault diagnosis process specifically includes three major steps: vibration signal acquisition, feature information extraction, and state classification recognition, in which feature information extraction is the key to fault diagnosis [7].

If linear inseparability, as shown in Fig. 1(a), exists in different types of the original data, then it can be asserted that the linear transform is unable to fundamentally change their linear inseparability, and also cannot turn these data into those that can be linearly separated, as shown in Fig. 1(b). Fig. 1 vividly demonstrates the role of nonlinear transform in strengthening the linear inseparability between different data.

As shown in Fig. 1, solid points and hollow points in the 2D data space represent the linear inseparability of two types of data, respectively, i.e. no straight line can be found to correctly separate them. While applying these data into a 3D space, we can find a plane to completely apart the two types.

Principles of KPCA Feature Extraction: In this method, a pre-selected set of nonlinear mapping can map the input data to a high dimensional feature space to make the input data have a better separability and choosing different kernel functions can get different nonlinear features. KPCA can achieve the transformation from input space to feature space through the nonlinear mapping \( \Phi \), and then performs linear PCA on the mapped data, so it can achieve a strong nonlinear processing ability.

For the \( M \) samples in input space \( x_k (k = 1, 2, \cdots, M) \), \( x_k \in R^N \), assuming \( \sum_{k=1}^{M} x_k = 0 \), and then its covariance matrix was \( C = \frac{1}{M} \sum_{j=1}^{M} x_j x_j^T \).

With general PCA method, an eigenvalue can be obtained with large contribution rate and its corresponding eigenvector by solving the characteristic equation \( \lambda \nu = C \nu \).

Nonlinear mapping function \( \Phi \) is introduced to change the sample points \( x_1, x_2, \ldots, x_M \) in the
input space into sample points $\Phi(x_1), \Phi(x_2), \ldots, \Phi(x_M)$ in the feature space, and assumed that:

$$
\sum_{k=1}^{M} \Phi(x_k) = 0.
$$

(1)

Thus the covariance matrix in feature space $F$ is:

$$
\tilde{C} = \frac{1}{M} \sum_{j=1}^{M} \Phi(x_j) \Phi(x_j^T).
$$

(2)

Therefore, the PCA in feature space is used to solve the eigenvalue $\lambda$ and the eigenvector $V \in F \setminus \{0\}$ in equation $\lambda v = \tilde{C} v$, and then there was:

$$
\lambda(\Phi(x_k) \cdot v) = \Phi(x_k) \cdot \tilde{C} v, \quad k = 1, 2, \ldots, M.
$$

(3)

It can be noted that $v$ in the above formula can be expressed by $\Phi(x_i)$ $(i = 1, 2, \ldots, M)$ in a linear way that is:

$$
v = \sum_{i=1}^{M} \alpha_i \Phi(x_i).
$$

(4)

It was available from the above formulas (2)-(4) that:

$$
\lambda \left( \sum_{i=1}^{M} \alpha_i (\Phi(x_k) \cdot \Phi(x_i)) \right) = \frac{1}{M} \sum_{i=1}^{M} \alpha_i \left( \Phi(x_k) \cdot \sum_{j=1}^{M} \Phi(x_j) \right) (\Phi(x_j) \cdot \Phi(x_i)),
$$

(5)

$$
\quad \quad (k = 1, 2, \ldots, M).
$$

Define the $M \times M$ matrix $K$, $K_{ij} = \Phi(x_i) \cdot \Phi(x_j)$.

Equation (4) can be simplified as:

$$
M \lambda K \alpha = K^2 \alpha.
$$

(6)

This obvious satisfied:

$$
M \lambda \alpha = K \alpha.
$$

(7)

So it absolutely satisfied Equation (6). By solving the Equation (7), the required eigenvalues and eigenvectors can be obtained. The projection of test samples on vector $V^k$ of space $F$ is:

$$
(V^k \cdot \Phi(x)) = \sum_{i=1}^{M} \alpha_i^k (\Phi(x_i) \cdot \Phi(x)).
$$

(8)

All equations mentioned above are derived under the premise of the mapping data mean is zero, and that is to say Equation (1) is feasible, if not feasible in some cases, $k$ in Equation (7) can be replaced by $\tilde{K}$:
\begin{align}
\bar{K}_{ij} &= K_{ij} - \frac{1}{M} \sum_{m=1}^{M} 1_{im} K_{mj} - \frac{1}{M} \sum_{n=1}^{M} K_{in} 1_{nj} + \frac{1}{M^2} \sum_{m,n=1}^{M} 1_{im} K_{mn} 1_{nj},
\end{align}

(9)

where $1_{ij} = 1$ (for all $i$ and $j$).

Steps of KPCA Feature Extraction: Fault feature extraction steps are as follows:

1. Standardize fault samples and eliminated the impact of nonstandard mode data to generate training matrix $X$.
2. Utilize formula $K_{ij} = \Phi(x_i) \cdot \Phi(x_j)$ to calculate the corresponding nuclear matrix $K$.
3. Solve the characteristic Equation (7) to obtain the required eigenvalues and eigenvectors.
4. Utilize the Equation (8) to calculate the projections on eigenvectors of all training samples, which are regarded as input eigenvectors of Multi-Classification Support Vector Machine.

3. Fault classification recognition algorithms

After feature extraction, the signal can retain most of fault information. What kind of fault, however, abnormal signal samples belong to is a problem with pattern classification recognition and the generalization ability and outreach capacity of Support Vector Machine algorithm can solve the classification recognition problems of small samples. This paper adopts Least Square-Support Vector Machine (LS-SVM) algorithm to solve the classification mode of fault diagnosis [8, 9].

SVM can get a fine classification effect with condition that the training sample is small. It overcomes some defects of the neural network learning method, such as the network structure is hard to be determined and local minimal points may exist. As well, it has strong ability in generalization and anti-interference, and shows unique advantages when classifying small samples.

Following the principle of structural risk minimization, SVM is to make a balance between the precision of the given data and the complexity of the approximating function, and to achieve the minimization of the expected risks by minimizing both empirical risks and confidence interval. Based on the training samples, a judging criterion can be defined to minimize errors and losses that caused in process of classifying the objects. Fig. 2 shows the classification results.

Fig. 2. Diagram of SVM classification and recognition

This kind of algorithm has advantages of simple algorithm and fast computational speed, as well as its training is completed by the following formula:

\begin{align}
\min \frac{1}{2} W^T W + \frac{C}{2} \sum_{i=1}^{M} \xi_i^2.
\end{align}

(10)
The constraint condition is
\[ y_i(W^T g(x_i) + b) = 1 - \epsilon_i, \text{ where } i = 1, \ldots, M; y \in \{+1, -1\}; W \]
is the weight vector; \( g(x) \) is a function that maps \( X \) from the input space to the feature space; \( \xi \) is the relaxation factor of \( x_i \); \( C \) is the boundary coefficient. Lagrange multiplier \( \alpha_i \) is used to turn the above equation into an unconstrained objective function:
\[
Q(W, b, \alpha, \xi) = \frac{1}{2} W^T W + \frac{C}{2} \sum_{i=1}^{M} \xi_i^2 - \sum_{i=1}^{M} \alpha_i [y_i(W^T g(x_i) + b) - 1 + \xi_i].
\]  

Perform the partial derivative on \( W, b, \xi \) over Equation (11) to zero, the following optimal conditions can be obtained:
\[
W = \sum_{i=1}^{M} \alpha_i y_i g(x_i), \quad \alpha_i = C \xi_i, \quad i = 1, \ldots, M,
\]
\[
\sum_{i=1}^{M} \alpha_i y_i = 0,
\]
\[
y_i(W^T g(x_i) + b) - 1 + \xi_i, i = 1, \ldots, M.
\]

Substitute Equation (12) into Equation (14), then the results and Equation (13) can be shown in matrix form:
\[
\begin{pmatrix}
\Omega & y \\
Y^T & 0
\end{pmatrix}
\begin{pmatrix}
\alpha \\
0
\end{pmatrix}
= \begin{pmatrix} I \end{pmatrix}.
\]

In this formula, \( I = (1, \ldots, 1)^T \) is an \( M \)-dimensional vector \( y = (y_1, \ldots, y_M)^T \).
\[
\Omega = y_i y_j g^T(x_i) g(x_j) + \frac{\delta_{ij}}{C}, \quad \delta_{ij} = \begin{cases} 
1, & i = j, \\
0, & i \neq j.
\end{cases}
\]

Solved matrix (15), \( \alpha \) and \( b \) can be obtained, then:
\[
\alpha = \Omega^{-1} (1 - yb), \quad b = (Y^T \Omega^{-1} y)^{-1} Y^T \Omega^{-1} I.
\]

Least Square-Support Vector Machine (LS-SVM) turns the inequality constraints into equality constraints and its training process then is changed from solving the quadratic programming problem into solving linear equations, thus, simplifies the complexity of computation.

The structure of multi-classification Least Square-Support Vector Machine used to identify four working states of test cell is shown in Fig. 3.

In this algorithm, \( m - 1 \) out of \( m \) types are considered as one class, while the left type is considered as another class. In this way the first two-class classifier can be established. Next, select \( (m - 1) - 1 \) from the \( m - 1 \) types as one class and the left as another to establish the second two-class classifier. The rest types are treated in the same manner till final classifier of the last two types is established. For \( m \) types, a total of \( m - 1 \) classifiers are needed. Such a classification method can lead to a small number of both classifiers and training samples, and thus can improve the speeds of training and identifying.

It is needed to establish four two-classification Support Vector Machine, and there is no existence of non-recognition domain in this type of multi-classification classifier, the less repeated training samples, and the fast training and recognition speed.
4. Simulation application research

Aero-engine is an extremely complex nonlinear time-varying system that the main structure of aero-engine includes three concentric rotors and each rotor is connected by its own gas compressor and turbine through an axis and respectively rotates at different speed. There are usually 37 kinds of common faults and 28 corresponding variables in rotor system. Relationship between fault symptoms and fault reasons of rotor is not one to one mapping, but the relationship of one-to-many and many-to-one, and it is impossible to find a determinate relationship to diagnose faults of engine system.

The specific implementation steps of vibration fault classification approach for aero-engine based on KPCA mode and Support Vector Machines proposed in this paper are shown in Fig. 4.

Data are collected from certain type of engines at engine repair shop in Aircraft Maintenance Engineering Co., Ltd and data are collected when engine test cells simulating different faults. In order to establish fault classification mode based on KPCA and multi-classification SVM, a process monitoring on three kinds of common faults is conducted. First, the vibration data of normal state, fault of pedestal looseness, crack of oil tube, and turbine blade damage are collected, respectively, and some data are shown in Table 1.

<table>
<thead>
<tr>
<th>No.</th>
<th>EGT</th>
<th>FF</th>
<th>WF</th>
<th>EPR</th>
<th>N1</th>
<th>V1</th>
<th>Fault Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>623</td>
<td>0.533</td>
<td>0.481</td>
<td>1.928</td>
<td>7352</td>
<td>0.832</td>
<td>Pedestal looseness</td>
</tr>
<tr>
<td>2</td>
<td>630</td>
<td>0.521</td>
<td>0.483</td>
<td>1.951</td>
<td>7446</td>
<td>0.757</td>
<td>Pedestal looseness</td>
</tr>
<tr>
<td>3</td>
<td>628</td>
<td>0.514</td>
<td>0.485</td>
<td>1.935</td>
<td>7273</td>
<td>0.645</td>
<td>Pedestal looseness</td>
</tr>
<tr>
<td>4</td>
<td>620</td>
<td>0.519</td>
<td>0.484</td>
<td>1.937</td>
<td>7382</td>
<td>0.636</td>
<td>Pedestal looseness</td>
</tr>
<tr>
<td>5</td>
<td>630</td>
<td>0.547</td>
<td>0.488</td>
<td>1.914</td>
<td>5640</td>
<td>0.583</td>
<td>Crack of oil tube</td>
</tr>
<tr>
<td>6</td>
<td>629</td>
<td>0.552</td>
<td>0.491</td>
<td>1.918</td>
<td>5627</td>
<td>0.624</td>
<td>Crack of oil tube</td>
</tr>
<tr>
<td>7</td>
<td>631</td>
<td>0.539</td>
<td>0.489</td>
<td>1.909</td>
<td>5633</td>
<td>0.592</td>
<td>Crack of oil tube</td>
</tr>
<tr>
<td>8</td>
<td>629</td>
<td>0.542</td>
<td>0.490</td>
<td>1.920</td>
<td>5602</td>
<td>0.595</td>
<td>Crack of oil tube</td>
</tr>
<tr>
<td>9</td>
<td>638</td>
<td>0.530</td>
<td>0.480</td>
<td>1.930</td>
<td>7753</td>
<td>0.847</td>
<td>Turbine blade damage</td>
</tr>
<tr>
<td>10</td>
<td>641</td>
<td>0.526</td>
<td>0.475</td>
<td>1.929</td>
<td>7821</td>
<td>0.853</td>
<td>Turbine blade damage</td>
</tr>
<tr>
<td>11</td>
<td>630</td>
<td>0.528</td>
<td>0.478</td>
<td>1.929</td>
<td>7816</td>
<td>0.868</td>
<td>Turbine blade damage</td>
</tr>
<tr>
<td>12</td>
<td>640</td>
<td>0.519</td>
<td>0.471</td>
<td>1.928</td>
<td>7789</td>
<td>0.816</td>
<td>Turbine blade damage</td>
</tr>
</tbody>
</table>

For each type of work state, six sensor data of system for feature extraction are selected: exhaust gas temperature EGT (°C), fuel flow FF (kg/hr/daN), lubricating oil consumption...
WF (L/h), engine pressure ratio EPR, low-pressure rotor N1 (rpm), and low-pressure vibration V1 (IPS). Each working state performs 120 times of samplings at a certain sampling frequency and a total of 480 sampling data was obtained. Part of the monitoring results are shown in Fig. 4.

![Monitoring results](image1)

Fig. 4. Three faults speed up-down monitoring process curve

Normalization on 3 kinds of faults is performed and 6 types of data are collected from the sensors in the interval [0, 1]. 20 samples for 3 kinds of faults are collected and EGT, FF, V1, and N1 as the projection direction are chosen, thus, the projection drawing is shown in Fig. 5.

![Projection drawing](image2)

Fig. 5. Two dimensional projection of three faults sample data
- Pedestal looseness, △ Crack of oil tube, □ Turbine blade damage

The figure showed that the situation of sample data of three kinds of faults mixed together is linearly inseparable.

To verify the fault features extraction of KPCA and classification effect of SVM, test steps are as follows:

1. Arrange the six collected data by row into a one-dimensional array to represent one sample, and then all samples constitute the sample matrix A480×6 with each row representing a sample.

2. Take 80 groups of data of each work state as training samples, and make use of KPCA to extract the principal components of sample matrix and extract the eigenvector of each sample to
get the eigenvector set.

(3) Make use of the set of eigenvector as shown in Fig. 5, then input Least Squares Support Vector Machines to conduct training.

(4) Perform verification with the remaining 40 groups of samples. First extract the principal components projection for validating samples obtained by eigenvector and then input SVM using the output results to perform fault classification.

The classification accuracy of SVM mode have something to do with some influencing factors such as the type of kernel function, the penalty parameter $c$, and the kernel function parameter $g$. The commonly used kernel functions are linear kernel function, polynomial kernel function, radial basis function, two-sensor kernel function and so on. If the primary penalty parameter $c$ is 2, and 1 for the kernel function parameter $g$, the contrast for predicting classification accuracy of test set is shown in Table 2.

### Table 2. Classification accuracy contrast of different SVM kernel function (%)

<table>
<thead>
<tr>
<th>Kernel function</th>
<th>Training parameters</th>
<th>Normal</th>
<th>Pedestal looseness</th>
<th>Crack of oil tube</th>
<th>Turbine blade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Kernel</td>
<td>$-c_2 -g_1 -t_0$</td>
<td>85</td>
<td>76.67</td>
<td>74.16</td>
<td>75</td>
</tr>
<tr>
<td>Polynomial Kernel</td>
<td>$-c_2 -g_1 -t_1$</td>
<td>89.16</td>
<td>80.83</td>
<td>79.16</td>
<td>85</td>
</tr>
<tr>
<td>Radial Basis Function</td>
<td>$-c_2 -g_1 -t_2$</td>
<td>91.66</td>
<td>88.33</td>
<td>87.5</td>
<td>94.16</td>
</tr>
<tr>
<td>Two-Sensor Kernel</td>
<td>$-c_2 -g_1 -t_3$</td>
<td>71.66</td>
<td>77.5</td>
<td>80</td>
<td>69.16</td>
</tr>
</tbody>
</table>

As can be seen from the table, the classification accuracy of radial basis function is relatively high after a number of experimental and theoretical analysis for high-speed rotor with prominent nonlinear dynamic characteristics such as aero-engine, and the classification predicting accuracy is higher than other kernel functions when using RBF kernel function, so this paper carries out analysis on RBF kernel function.

Table 2 also shows that, due to the influence of parameters values $c$ and $g$, the classification accuracy of RBF kernel function is not too high. That is because the classification accuracy is not only affected by these three kinds of factors, but also some factors will promote and constrain each other, thus affecting performance, and the overall effect is much larger than the impact of individual factor. Therefore, in the choices of kernel function, penalty parameter $c$, and kernel function parameter $g$, the influence of interaction of three kinds of factors on the system’s identification accuracy should be considered.

A multi-group cross-validation ($K - CV$) idea is adopted to get the optimized $c$ and $g$ through optimization. The specific method is to divide the initial data into $K$ groups, the data of each subset can be regarded as validation set at a time, and the remaining data of $K - 1$ subsets is regarded as the training set, thus getting $K$ modes. Then take the classification accuracy’s average of final validation set of those $K$ modes as the performance indicator of classifier in $K - CV$. The $K - CV$ method can effectively avoid the occurrence of state of over fitting and under fitting. As for the optimizing classification procedure of Support Vector Machine based on MATLAB platform design, graph’s $x$-axis corresponds to the value of $c$ with base 2 logarithm, $y$-axis corresponds to the value of $g$ with base 2 logarithm, and the contour line represents the accuracy of $K - CV$ method with certain $c$ and $g$. It can be seen from the figure that $c$ can be reduced to the range of $2^{-2} - 2^4$, while the range of $g$ can be reduced to $2^{-4} - 2^4$, so $c$ range is $2^{-2}, 2^{-1.5}, ..., 2^4$, $g$ range is $2^{-4}, 2^{-3.5}, ..., 2^4$, and the display interval changes of accuracy in the final parameters results map is set to 0.9. The best values of $c$ and $g$ in the optimization process can be obtained from the contour map whose test error rate changes with parameters and the 3D view is in Fig. 6, when $K = 3$, the optimal parameter $c = 1.5324$ and $g = 1.6572$.

If several groups of $c$ and $g$ are corresponding to the highest validation classification accuracy, it is good to select the searched first groups $c$ and $g$ as the best parameters to avoid the over high $c$ leading to the state of over-fitting. That is to say that the classification accuracy of training set is very high while the classification accuracy of test set is very low (lowering the generalization
ability of classifiers), so the smaller penalty parameter $c$ satisfies all the pairs of $c$ and $g$ in the highest validation classification accuracy, which is a better choice.

Fig. 6. Contour map and 3D view of classification accuracy changing with parameters $c$ and $g$

Fig. 7 shows classification results of some samples after KPCA feature extraction on 3 kinds of fault data using radial basis function and Least Squares Support Vector Machine classification method. Specific function value of a classifier is related to the samples, i.e. different samples are in need of different classifiers. The classifier functions are automatically given by MATLAB program. Combine these three classifiers according to Fig. 3. Such a multi-fault classifier is then able to separate three different types of faults. The classification facets of different types of samples are decided by the support vectors.

It can be seen from the figure that after the KPCA feature extraction, different faults can achieve a clearer classification by SVM.

The following table is used to show the selection of KPCA-SVM method, PCA-SVM, neural network, and SVM method based on fault feature sample, and it is a contrast based on the data classification of fault modes of normal state, pedestal looseness, vibration and crack of oil tube, and turbine blade damage (120 groups for each mode). It can be seen from Table 3 that the KPCA
classification method selected based on the features of fault samples can improve the classification accuracy in the condition of guaranteeing the arithmetic speed, which has a better performance than other classification methods.

<table>
<thead>
<tr>
<th>Table 3. Testing Performance contrast of RBF and SVM Classification (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network type</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>RBF</td>
</tr>
<tr>
<td>SVM</td>
</tr>
<tr>
<td>PCA-SVM</td>
</tr>
<tr>
<td>KPCA-SVM</td>
</tr>
</tbody>
</table>

5. Conclusions

Combining the Kernel Principal Component Analysis extraction technology and Support Vector Machine and then applying them in the classification of aero-engine fault diagnosis mode, its performance is superior to many existing methods. The diagnostic accuracy is higher for small samples, but the diagnosis speed is faster for high-dimensional samples.

The parameters in testing modes of Support Vector Machine have a larger influence on detecting accuracy, such as penalty parameter and kernel function that can affect the classification performance of Support Vector Machine. Although these parameters can be determined by a large number of tests and be obtained using cross-examination, there is still no practical universal programs and lacks of theoretical guidance for parameters, so how to set these parameters to allow for better performance of SVM is a worthy research topic.
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