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Abstract. The differential quadrature (DQ) method is able to obtain quite accurate numerical solutions of differential equations with few grid points and less computational effort. However, the traditional DQ method is convenient only for regular regions and lacks upwind mechanism to characterize the convection of the fluid flow. In this paper, an upwind local radial basis function-based DQ (RBF-DQ) method is applied to solve the Navier-Stokes equations, instead of using an iterative algorithm for the primitive variables. The non-linear collocated equations are solved using the Levenberg-Marquardt method. The irregular regions of 2D channel flow with different obstructions situations are considered. Finally, the approach is validated by comparing the results with those obtained using the well-validated Fluent commercial package.
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1. Introduction

Many computational methods have been applied to solve the Navier-Stokes equation, prominent among which are the finite differential method (FDM), the finite element method (FEM) and the finite volume method (FVM). Although these methods have been successfully applied to many engineering situations, their accuracy highly depends on mesh quality. Specifically, appropriate mesh generation is typically a major challenge in computational fluid dynamics (CFD). Moreover, the mesh generation, modification and re-meshing become difficult and time-consuming when the geometry of the problem is complex. Thus, numerical simulations and solution procedures using these traditional methods are often limited by slow mesh generation.

In the past decade, the so-called mesh-free methods have became one of the attractive research areas in computational mechanics. A number of meshless methods have been proposed to date. These methods include the smoothed particle hydrodynamics method (SPH) [1], the diffuse element method (DEM) [2], the element-free Galerkin method (EFGM) [3], the reproducing kernel particle method (RKPM) [4], the partition of unity method (PUM) [5], the hp-clouds method (HPCM) [6], the finite point method (FPM) [7], the meshless local Petrov-Galerkin method (MLPGM) [8], the moving-particle semi-implicit method (MPSM) [9] and the general finite difference method (GFDM) [10]. Recently, a new meshless method was proposed based on the so-called radial basis functions (RBFs), have become attractive for solving Partial differential equations (PDEs). Initially, RBFs were developed for multivariate data and function interpolation, especially for higher dimension problems. However, their “truly” mesh-free nature motivated researchers to use them to deal with PDEs. Kansa [11, 12] initiated the concept of solving PDEs by using RBFs. Since the resultant coefficient matrix of Kansa’s method is not symmetric, Fasshauer [13] proposed the Hermite type method, which can generate symmetric coefficient matrix that guarantees the related linear equations being solvable. Other great contributions to solve PDEs by using RBFs include the work presented by Demirkaya [14], Fornberg [15], Hon and Wu [16], Chen and Tanaka [17], Chen [18], Xiang [19] et al. The advantages of RBFs-based methods have been summarized by Wu [20] as follows: (1) it is a truly mesh-free algorithm; (2) it
is space dimension independent in the sense that the convergence order is of $O(hd + 1)$ where $h$ is the density of the collocation points and $d$ is the spatial dimension.

Unfortunately, the numerical schemes based on RBFs to solve PDEs proposed up to date have one feature in common, i.e., they are actually based on the function approximation. In other words, these methods directly substitute the expression of function approximation by RBFs into a PDE, and then change the dependent variables into the coefficients of function approximation. The process is very complicated, especially for nonlinear problems. Thus, the method has not been extensively applied to solve practical problems. The objective of this paper is to present a numerical scheme, which is simple to be implemented for linear and nonlinear problems. The method preserves the properties of high accuracy and mesh freeness of RBFs and the derivative approximation directly through the differential quadrature (DQ) methodology [21]. The DQ technique originates from the integral quadrature. The basic idea of the DQ method is that the derivatives of unknown function can be approximated in terms of the function values at a set of points, either uniformly or randomly distributed. Numerical experiments showed that the combination of DQ technique and RBFs provides a novel and effective algorithm for the use of RBFs to solve PDEs.

Furthermore, as observed by Shu et al. [22] and Sun et al. [23], the DQ method is limited in application to regular regions by its quadrature rules, such as rectangular and parallelogram regions, or circular, concentric, and sectorial regions. When an irregular region must be considered, the implementation of the DQ method becomes difficult. In addition, the upwind mechanism is necessary in numerical computation of fluid flow, but the DQ method lacks the upwind mechanism to characterize the convection of the fluid flow.

To overcome the difficulties and drawbacks mentioned above, a local RBF-based differential quadrature method (RBF-DQ) is developed in this paper. It can handle irregular regions conveniently and possesses the upwind mechanism. Specifically, compared with the classical iterative approach, a local RBF-DQ method is proposed to directly approximate the derivatives, in which RBFs are formed by using local supporting knots. This method is very flexible as it does not require extra effort on the division of the computational domain. We collocate the fully non-linear Navier-Stokes equations and solve the resulting non-linear system directly using the Levenberg-Marquardt method. The approach presents a novel approach for accurate and stable solution of the Navier-Stokes equations using upwind local RBF-DQ method. It seems to produce accurate and stable results compared to the conventional iterative methods. The proposed numerical scheme is applied to determine the velocity and pressure for the flow through a channel with the obstructions in different patterns. The predicted channel flow results mirror the analytical solutions, while the 2D results compare favorably with those obtained using the well-validated CFD-Fluent commercial package.

2. Numerical methodology

2.1. Systems

Three types of geometry are considered as shown in Fig. 1. Fig. 1a shows a 2D flow between two flat plates with one rectangular obstacle placed at the center of the bottom plate. Fig. 1b shows a 2D flow between two flat plates with two rectangular obstacles. Fig. 1c shows a 2D flow between two flat plates with three rectangular obstacles in staggered pattern. The above models all belong to irregular step flow, which is classical CFD model.

The meshless method requires a complete set of boundary conditions in order to obtain a solution. In this study, the no-slip condition is imposed on all walls, implying zero velocity on the walls for the 2D channel flow. The inflow velocity for the 2D channel flow is specified by a mean velocity $U_\infty$. The $x$-component of velocity is assumed to be equal to $U_\infty$ at the inlet, the $y$-component of velocity is assumed to be zero, and the pressure is a reference gage value of zero.
The outlet is located sufficiently far from the inlet \((L = 10 \, \text{H})\) to ensure fully-developed flow in the channel. At the outlet, we assume that the flow exits with straight streamlines, the gradients of all variables are zero in the flow direction and the continuity equation is satisfied. The wall and outlet pressure boundary equations are obtained by taking the scalar product of the momentum equation with the outward normal to the boundary. These boundary conditions are summarized in Table 1.

(a) 2-D channel geometry with one rectangular obstacle at the center

(b) 2-D channel geometry with two rectangular obstacles at the center

(c) 2-D channel geometry with three rectangular obstacles in staggered pattern at the center

\[ \text{Fig. 1. Different models of the system used for computational experiments} \]

<table>
<thead>
<tr>
<th>Table 1. Boundary conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity</td>
</tr>
<tr>
<td>( \Gamma_{\text{wall}} )</td>
</tr>
<tr>
<td>( \Gamma_{\text{inlet}} )</td>
</tr>
<tr>
<td>( \Gamma_{\text{outlet}} )</td>
</tr>
</tbody>
</table>

### 2.2. Governing equation

In this section, the local RBF-DQ method with upwind mechanism is described. It is then used to predict the velocity and pressure distribution in a two-dimensional channel flow. The flow is assumed to be steady, viscous and incompressible. The Navier-Stokes equations for the flow in Cartesian coordinates are:

\[
\begin{align*}
\frac{\partial u^*}{\partial x^*} + \frac{\partial v^*}{\partial y^*} &= 0, \\
\frac{u^*}{\partial x^*} + v^* \frac{\partial u^*}{\partial y^*} &= -\frac{\partial p^*}{\partial x^*} + \frac{1}{\text{Re}} \left( \frac{\partial^2 u^*}{\partial x^2} + \frac{\partial^2 u^*}{\partial y^2} \right), \\
\frac{\partial v^*}{\partial x^*} + v^* \frac{\partial v^*}{\partial y^*} &= -\frac{\partial p^*}{\partial y^*} + \frac{1}{\text{Re}} \left( \frac{\partial^2 v^*}{\partial x^2} + \frac{\partial^2 v^*}{\partial y^2} \right),
\end{align*}
\]
where all variables are non-dimensional, \( u^\star \) and \( v^\star \) represent the velocity components in the Cartesian coordinate directions \( x^\star \) and \( y^\star \), respectively. \( p^\star \) is the pressure, \( Re \) is the Reynolds number \( (\rho U_\infty D/\mu_\infty) \) where \( D \) is the characteristic length of the domain. \( \rho_\infty \) and \( U_\infty \) are the reference density and mean velocity, respectively. The Cartesian coordinates \( x^\star \) and \( y^\star \) are non-dimensional with respect to \( D \), \( u^\star \) and \( v^\star \) are non-dimensional with respect to \( U_\infty \), \( p^\star \) is non-dimensional with respect to the dynamic pressure \( \rho U_\infty^2 \).

### 2.3. Upwind local RBF-DQ method

The DQ method is a numerical discretization technique for approximation of derivatives. The essence of the DQ method is that the partial derivative of an unknown function with respect to an independent variable is approximated by a weighted linear sum of function values at all discrete points. Suppose that a function \( f(x) \) is sufficiently smooth. Then its \( m \)-th order derivative with respect to \( x \) at a point \( x_i \) can be approximated by DQ as:

\[
\frac{\partial^m f}{\partial x^m}(x_i) = \sum_{j=1}^{N} w_{ij}^{(m)} f(x_j), \quad i = 1, 2, \ldots, N,
\]

where \( x_j \) are the discrete points in the domain, \( f(x_j) \) and \( w_{ij}^{(m)} \) are the function values at these points and the related weighting coefficients. Obviously, the key procedure in the DQ method is the determination of the weighting coefficients \( w_{ij}^{(m)} \).

Due to excellent performance of RBFs in the function approximation, they are chosen as the base functions to determine the weighting coefficients \( w_{ij}^{(m)} \) in this work. There are many RBFs (expression of \( \varphi \)) available. The most commonly used RBFs are:

- **Multi-quadratics (MQs):** \( \varphi(r) = \sqrt{r^2 + c^2}, \quad c > 0; \)
- **Thin-plate splines (TPS):** \( \varphi(r) = r^2 \log(r), \quad n \) is an integer;
- **Gaussians:** \( \varphi(r) = e^{-cr^2}, \quad c > 0; \)
- **Inverse MQs:** \( \varphi(r) = \frac{1}{\sqrt{r^2 + c^2}}, \quad c > 0, \)

where \( r = \|x - x_k\| \) represents the Euclidean norm, and \( c \) is a free shape parameter. The shape parameter \( c \) defined in the MQs and Gaussian basis functions has an important role in the approximation of the meshless methods. Although analysis are available for the shape parameter \( [24] \), there is no mathematical theory on choosing its optimal value. In the following section, we will to determine the value by using use TPS RBF which does not require a shape parameter and its solution is not dependent on this parameter. Navier–Stokes equations are of second order, and we want to improve and extend this method to 3D problems, so we must use a higher order TPS \([25, 26]\) and the integer \( n \) will be chosen as 2.

Substituting the set of TPS RBF into Eq. (2), the determination of corresponding coefficients for the first-order derivative is equivalent to solving the following linear equations:

\[
\frac{\partial \varphi(X_i)}{\partial x} = \sum_{j=0}^{N_i} w_{ij}^{(1x)} \varphi_k(X_j^i), \quad k = 0, 1, 2, \ldots, N_i,
\]

(for simplicity, the notation \( \varphi_k(X) \) is adopted to replace \( \varphi(\|x - x_k\|) \) or in the matrix form:
Therefore, if the collocation matrix \([A]\) is non-singular, the coefficient vector \([w]\) can be obtained by:

\[
\{w\} = [A]^{-1} \left\{ \frac{\partial \varphi(X_i)}{\partial x} \right\}.
\]  

The non-singularity of the collocation matrix \([A]\) depends on the properties of RBFs used. According to the work of [25], the matrix \([A]\) is conditionally positive definite for TPS RBFs. This fact guarantees the nonsingularity of matrix \([A]\) for distinct supporting points. The coefficient vector \([w]\) can be used to approximate the first-order derivative in the \(x\)-direction for any locally smooth function at node \(x_I\). The calculation of weighting coefficients for other derivatives can follow the same procedure.

It is clear that the implementation of the DQ method becomes difficult when an irregular region must be considered. The essential reason behind this is the method lacks the upwind mechanism. Therefore, DQ method using to calculate the flow field characteristics with high Reynolds number will bring error. To overcome the difficulties and drawbacks, a local RBF-DQ method with upwind mechanism is utilized in this paper. Unlike the RBF-DQ method, derivative of a function with respect to a coordinate direction at an internal grid point is expressed as a weighted linear sum of the function values at partial grid points along that coordinate direction rather than at all grid points.

**Flow Direction**

![Flow Direction Diagram](image)

**Fig. 2.** The local support domain model with upwind scheme \((a_l = 3, a_r = 2)\)

Local RBF-DQ method uses local support domain point function to approximate the partial derivatives of a function:
\[
\frac{\partial^m f}{\partial x^m} |_{x=x_i} = \sum_{j=1}^{n} w_{i,j}^{(m)} f(x_j),
\]

(6)

\( n \) is the number of the local support domain points.

\[ x_i - a_t d_x \leq x_j \leq x_i + a_r d_x, \]

(7)

\( a_t \) and \( a_r \) are the upstream and downstream support domain coefficients. \( a_t > a_r, d_x \) is the mean interval in the \( x \) direction.

The local support domain model with upwind scheme is considered as shown in Fig. 2.

2.4. Expansion of the Navier-Stokes by upwind local RBF-DQ method

By using the upwind RBF-DQ method described above, Eq. (1) can be discretized as the following formula:

\[
\begin{align*}
\sum_{k=1}^{n} w_{i,k}^{1x} u_i + \sum_{k=1}^{m} w_{i,k}^{1y} v_i &= 0, \\
\sum_{k=1}^{n} w_{i,k}^{1x} u_i + \sum_{k=1}^{n} w_{i,k}^{1y} v_i + \sum_{k=1}^{m} w_{i,k}^{1x} p_i - \frac{1}{\text{Re}} \sum_{k=1}^{n} w_{i,k}^{2x} u_i + \sum_{k=1}^{m} w_{i,k}^{2y} u_i &= 0, \\
\sum_{k=1}^{n} w_{i,k}^{1x} v_i + \sum_{k=1}^{n} w_{i,k}^{1y} v_i + \sum_{k=1}^{m} w_{i,k}^{1y} p_i - \frac{1}{\text{Re}} \sum_{k=1}^{n} w_{i,k}^{2x} v_i + \sum_{k=1}^{m} w_{i,k}^{2y} v_i &= 0.
\end{align*}
\]

(8)

The traditional pressure-correction methods are widely used to solve N-S equations. An example of this approach is the SIMPLE algorithm [27]. This method integrates the Navier-Stokes equations in time at each time-step by firstly solving the momentum equations using an approximate pressure field to yield an intermediate velocity field that will not, in general, satisfy continuity. A Poisson equation is then solved with the divergence of the intermediate velocity as a source term to provide a pressure correction, which is then used to correct the intermediate velocity field, providing a divergence free velocity. The pressure is updated and integration then proceeds to examine the convergence. If the solution is converged the results are finalized. If not, the iterative process continues from the momentum equation with the new pressure and velocity field.

Kassab and Divo [28] combined the pressure-correction method with the radial basis collocation method to solve heat diffusion–advection problems. Their approach, which is similar to the SIMPLE algorithm, is summarized as follows: The solution algorithm starts with an initial velocity field, which satisfies continuity, then the velocity field is introduced in the N-S equations, and the time derivatives are approximated using backward differencing, transforming the N-S to the Helmholtz Poisson equation set for estimating the velocity field. Once the Helmholtz Poisson problem is solved, the velocity field is updated and forced to satisfy continuity. An equation to update the pressure field is obtained by taking the divergence of the momentum equation and applying the continuity equation. The Poisson equation for the pressure field can be solved by imposing a proper and complete set of boundary conditions.

Our approach is distinct from above, instead, we use a least-square method, which is inherently iterative, to find primitive variables \( (u, v \text{ and } p) \) directly. The N-S and the boundary condition equations together constitute a system of non-linear equations, which are to be solved. These non-linear equations are then solved by one of the least-square methods, Levenberg-Marquardt. At the end we obtain the solutions of the velocity and pressure field directly. This procedure is...
The Navier-Stokes and boundary condition equations together constitute a set of non-linear equations, which are to be solved. The expanded velocity and pressure terms and their first and second derivatives are directly inserted into the equations. The boundary condition equations are collocated at the boundary points \( i = 1, ..., NB \) and the continuity and momentum equations are collocated at the interior domain points \( i = NB + 1, ..., NB + NI \). Then a non-linear system of equations can be solved by the least-square optimization techniques such as the Levenberg-Marquardt method [29]. The Levenberg-Marquardt algorithm is an iterative technique that locates the minimum of a multivariate function that is expressed as the sum of squares of non-linear real-valued functions. It has became a standard technique for non-linear least-squares problems. The reader is referred to the literature [29] for further details of this method.

3. Numerical results and discussions

Our objective in the paper is to demonstrate the feasibility of the direct solution approach using the upwind local RBF-DQ method. Once the feasibility established in both 2D and 3D cases, we will set about optimization of the technique and code. The parameters are chosen as \( Re = 100, 200 \) and \( 300 \), the three cases were chosen after systematic analysis of a number of examples over a wide range of \( Re \). The 2D channel flow predictions are compared with those obtained using the finite volume method (FVM) which is embodied in the CFD-Fluent computational package. In order to perform error analysis, the relative percent error \( (\varepsilon) \) is calculated for each node, and then the arithmetic mean \( (\mu) \) and the standard deviation \( (\sigma) \) of the relative error are calculated for each case, using the following expressions:

\[
\varepsilon = 100 \times \left( \frac{X_{RBF-DQ} - X_{CFD-Fluent}}{X_{CFD-Fluent}} \right), \tag{1}
\]

\[
\mu = \frac{1}{N} \sum_{i=1}^{N} \varepsilon_i, \tag{2}
\]

\[
\sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\varepsilon_i - \mu)^2}, \tag{3}
\]

in which \( X \) is any generic variable (velocity, pressure, stream function).

3.1. Grid-independence study

In the present study, a number of different grid sizes are considered in order to check the sufficiency of the mesh resolution. Table 2 depicts the comparisons of error and CPU times between RBF-DQ method and CFD-Fluent method in the different mesh density, three different mesh sizes are used for discretization in the three flow types. It can be clearly seen that the error \( \mu \) and \( \sigma \) decrease as the node density increases. The upwind codes have a tendency to loose stability at higher distance between nodes.

As expected, the CPU time for the meshless method depends on the number of nodes employed, as well as the Levenberg-Marquardt convergence criteria. However, a comparison of the results (following section) indicates that the node numbers in Table 2 provide sufficiently accurate results. Considering that there is still some improvement for optimization of the RBF code in the future, the computational cost as indicated in Table could be considered comparable to the commercial codes.

Consider the error and CPU time, the distribution of nodes in the domain for the flow situations considered is shown in Fig. 3. Fig. 3a depicts 2D channels with one obstacle on the lower wall,
Fig. 3b represents 2D channels with two obstacles on the lower wall and Fig. 3c involves flow through a 2D channel with three obstructions in staggered pattern. The obstruction is located mid-way between the inlet and the outlet. The non-dimensional length of the obstruction is 1.4, and the height is 0.5 in all cases. Fig. 3 shows that for 2D channels flow with one obstacle, a total of 86 collocation points are used on the boundary and 186 collocation points are used in the interior for RBF-DQ expansion. For channel flow with two obstructions, we used a total of 118 collocation points on the boundary and 246 collocation points in the interior. A total of 150 collocation points are used on the boundary and 306 collocation points in the interior channel with three obstructions.

### Table 2. The comparisons of error and CPU times between RBF-DQ method and CFD-Fluent method in the different mesh density (Re = 100)

<table>
<thead>
<tr>
<th>Flow type</th>
<th>Boundary nodes</th>
<th>Interior nodes</th>
<th>Total nodes</th>
<th>CPU time (s)</th>
<th>CFD-Fluent (s)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel flow with one obstruction</td>
<td>43</td>
<td>93</td>
<td>136</td>
<td>380</td>
<td>260</td>
<td>8.90</td>
</tr>
<tr>
<td></td>
<td>86</td>
<td>186</td>
<td>272</td>
<td>405</td>
<td>280</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>172</td>
<td>372</td>
<td>544</td>
<td>456</td>
<td>405</td>
<td>1.24</td>
</tr>
<tr>
<td>Channel flow with two obstructions</td>
<td>59</td>
<td>123</td>
<td>184</td>
<td>412</td>
<td>275</td>
<td>9.65</td>
</tr>
<tr>
<td></td>
<td>118</td>
<td>246</td>
<td>364</td>
<td>435</td>
<td>310</td>
<td>3.57</td>
</tr>
<tr>
<td></td>
<td>236</td>
<td>492</td>
<td>728</td>
<td>512</td>
<td>396</td>
<td>3.18</td>
</tr>
<tr>
<td>Channel flow with three obstructions</td>
<td>75</td>
<td>153</td>
<td>228</td>
<td>434</td>
<td>328</td>
<td>10.51</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>306</td>
<td>456</td>
<td>510</td>
<td>350</td>
<td>4.78</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>612</td>
<td>912</td>
<td>582</td>
<td>471</td>
<td>4.25</td>
</tr>
</tbody>
</table>

### 3.2. Influence of upwind support domain on the numerical results

The upwind mechanism is important to the numerical computation of fluid flow. Table 3 shows the comparison of error in the different upwind support domain coefficients, it is shown that the upwind support domain can improve the accuracy of the numerical result. As Re increases, the upstream support domain coefficient is bigger than the downstream support domain coefficient.

### Table 3. The comparison of error in the different upwind support domain coefficients (channel flow with one obstruction)

<table>
<thead>
<tr>
<th>Support domain coefficients</th>
<th>Re = 100</th>
<th>Re = 200</th>
<th>Re = 300</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>μ (%)</td>
<td>σ (%)</td>
<td>μ (%)</td>
</tr>
<tr>
<td>$a_l = 2$, $a_r = 2$</td>
<td>4.56</td>
<td>6.98</td>
<td>6.28</td>
</tr>
<tr>
<td>$a_l = 3$, $a_r = 2$</td>
<td>1.61</td>
<td>3.25</td>
<td>2.38</td>
</tr>
<tr>
<td>$a_l = 4$, $a_r = 2$</td>
<td>4.28</td>
<td>6.54</td>
<td>4.83</td>
</tr>
</tbody>
</table>
Direct solution of Navier-Stokes equations by using an upwind local RBF-DQ method.
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Fig. 4. Predicted velocity vector for 2D channel flow
Table 4 shows the comparison of error between upwind local RBF-DQ method and CFD-Fluent method, it is seen that the numerical solutions converge for varying Reynolds numbers. The predicted velocity vectors for 2D channel flow with different obstructions are shown in Fig. 4a, b and c, respectively. The velocity vectors become crowded above the obstruction, indicating flow acceleration in the narrow section. The minimum velocity occurs just downstream of the obstruction, creating a dead zone. Subsequently the flow starts to develop and recover to its
original profile along the channel. As $Re$ increases, the recirculation in this dead zone increases.

**Table 4.** A comparison of error between RBF-DQ method and CFD-Fluent method

<table>
<thead>
<tr>
<th>Flow type</th>
<th>$Re = 100$</th>
<th>$Re = 200$</th>
<th>$Re = 300$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>($a_l = 3, a_r = 2$)</td>
<td>($a_l = 3, a_r = 2$)</td>
<td>($a_l = 4, a_r = 2$)</td>
</tr>
<tr>
<td>Channel flow with one obstruction</td>
<td>$\mu$ (%)</td>
<td>$\sigma$ (%)</td>
<td>$\mu$ (%)</td>
</tr>
<tr>
<td>Channel flow with two obstructions</td>
<td>1.61</td>
<td>3.25</td>
<td>2.38</td>
</tr>
<tr>
<td>Channel flow with three obstructions</td>
<td>3.57</td>
<td>4.23</td>
<td>4.16</td>
</tr>
</tbody>
</table>

The predicted pressure distributions along the lower wall for channel flow with different obstructions are presented in Fig. 5 for both RBF-DQ and CFD-Fluent models. The two sets of results are in good agreement. The wall pressure decreases slowly from the channel entrance to the obstruction as the flow resistance. Then it drops rapidly on the obstruction due to the bigger velocity gradient on the obstruction. Subsequently the wall shear stress increases slowly as the flow recovers towards the outlet.

4. Conclusions

In this study, we have developed a novel method based on the upwind local RBF-DQ method for direction solution of the Navier–Stokes equations. We validated the proposed method by studying the classical flow situations, namely, the 2D channel flow with different obstructions. The predicted results are then compared with the well validated commercial code for the channel flow.

Numerical results show that the upwind local RBF-DQ method is well suited to solve irregular regions. Although the method has been developed in the context of two-dimensional problem, it can be extended to three-dimensional problem is fairly straightforward. It is hoped that the insights presented in this paper will help to spur more interest in and launch more investigations into the use of RBF-DQ method for the numerical flow simulation.
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